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Abstract

In the past 30 years, the semiconductor industry has been expanded drastically by the
downsizing of the transistors. The progress of the downsizing, however, has increased
the chip power. As the battery-powered products, like mobile computers and mobile
phones, become popular, the low-power design becomes the one of the most important
issues of the LSI design. On the other hand, high-performance design is also a crucial
issue since main-stream supply voltage, Vpp, will be scaled down to below 0.5V in the
coming years. In order to achieve the low-power and high-performance at a same time,
not only the device improvement but also the new low-power circuit schemes and new

low-power architecture are needed.

First, the short-circuit power component and the voltage dependence on the capacitance,
which have not been fully investigated, are discussed. Then, the closed-form formulas
are presented for optimum supply voltage and threshold voltage that minimize the power
dissipation when technology parameters and required speed are given. The formulas take
into account the short-channel effects, the temperature variation and Vyy fluctuation.
From the calculation using these formulas, it is shown that a simple guideline for power
optimization is to set the ratio of the maximum leakage power to the total power around
30%. Extending the analysis, the future VLSI design trend is discussed based on ITRS.
The optimum target Vpy is almost constant at 0.2V over generations. The proposed
scenario shows that more number of MOSFET is consumed in the memory blocks than the
logic blocks in the future.

Long wires, like signal buses, become dominant performance limiter in
high-performance VLSI’s. In this study, closed-form formulas for optimum buffer
insertion where the junction capacitance is taken into account are proposed. Using these
formulas, the optimum interconnect delay and power comparison among bulk,
silicon-on-insulator (SOI) and the double-gate structure are discussed. MOSFET with
small junction capacitance, like SOI, can suppress both the interconnect delay and power
by 15% compared with MOSFET where the junction capacitance is equal to the gate
capacitance, like conventional bulk MOSFET. Based on the above-mentioned analysis, a
new buffer insertion scheme for bi-directional buses, namely dual-rail bus (DRB) scheme,
which does not have noise problems, and a high-speed buffer insertion scheme for
uni-directional buses, namely staggered firing bus (SFB) scheme, are proposed and

measured. When 0.07um design rule is used, DRB scheme can improve the performance



of bi-directional buses by an order of magnitude and SFB scheme can suppress the delay of
uni-directional buses by about 20% at 0.18um generation and beyond. If we use SFB
scheme instead of conventional uni-directional buses, 27% power reduction can be

achieved while the performance of SFB is the same as that of conventional buses.

Finally, new active leakage power reduction schemes are proposed. In order to
suppress the leakage power, it is effective to increase the threshold voltage. In the
proposed schemes, the threshold voltage, Vry, is dynamically controlled through software
depending on a workload. The dynamical control system consists of the cooperation
between software and hardware. There are two techniques to control the threshold
voltage dynamically. The first one is controlling the back-gate bias of the transistors,
which is called Vg-hopping. The Vyy-hopping scheme can achieve 82% power saving
compared with the fixed low-Vy circuits in 0.5V supply voltage regime for multimedia
applications. A small-scale RISC processor with Vg-hopping and the positive back-gate
biased scheme is fabricated. Based on the measured data, performance evaluation is
conducted using MPEG-4 video coding. The result shows that 86% power saving can be
achieved by using Vrty-hopping compared with the fixed positive back-bias scheme. The
other technique to control the threshold voltage is controlling Vpp. This technique
utilizes the Drain Induced Barrier Lowering (DIBL). If the drain-source voltage, that is,
the supply voltage is lowered, the subthreshold leakage current can be suppressed since the
threshold voltage increases by the DIBL effect. In order to verify the effectiveness of
DIBL-hopping, MPEG-4 encoding is simulated based on the measured results. The result

shows that 75% power reduction can be achieved compared with the fixed Vpp scheme.

These schemes are effective for the design of the future low-voltage, low-power CMOS
VLSTI’s.
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Chapter 1. Introduction

1.1 Background

In the past 30 years, the semiconductor industry has been expanded drastically by the
progress of high-performance and cost-down of a chip. The growth of the semiconductor
is based on the “Moore’s Law [1]”, which is a postulate that number of transistors in a
processor or other device will double every 18 to 24 months. In order to increase the
number of transistors on a chip, the feature size of the transistor has to be scaled down.
The guideline of the transistor scaling has been called as the “scaling theory [2]”, which is
proposed by R. H. Dennard et al. Table 1.1 shows device parameter sets of a typical
scaling theory [3][4]. It can be seen that transistor delay decreases by 1/« each generation,
yielding faster device with each technology shrinking. Therefore, the scaling theory
becomes the target of the manufacture of the LSI (Large Scale Integration) and is widely
used as a reasonable theory which can achieve the high-speed and downsizing at a same

time.



Table 1.1 Influence of scaling on MOS device characteristics

Parameters Scaling model
Constant field Constant 1/ voltage
voltage

Device size 1/K 1/K 1/K
Gate-oxide thickness tox 1/K 1/K 1/K%
Substrate doping K K? K"
Supply voltage Y 1/K 1 1/k%
Electric field |E 1 K 1
Current I 1/K K 1/K
Area LA 1/ 1/K2 1/K2
Capacitance COA/tox 1/K 1/K 1/k!'?
Gate delay LoV 1/K 1/K2 1/K
Power consumption LIV 1/ K 1/k'?
Power density L TV/A 1 K> K"

The progress of the downsizing, however, causes the increase of the chip power. Fig.
1.1 shows the plot of the power of MPU and DSP which is shown in ISSCC technical
digest of papers. In the 1980’s, the mainstream of the LSI technology is shifted from
bipolar and NMOS process to CMOS process, which is superior in the downsizing and the
low power. At that time, the main design target is not the low power but the high-speed
and downsizing. However, as the battery-powered products, like mobile computers and
mobile phones, become popular, the low-power design becomes one of the most important
targets of the VLSI design. Then, not only the researches on the high-performance

designs but also the researches on the low-power designs became active in 1990’s.

The power issue is not limited for the portable devices. As is shown in Fig. 1.1, the
power dissipation is much more than 10W for high-performance processors. In this case,
the heat problems (thermal runaway and noisy fans), and the package cost become crucial

issues.
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Fig. 1.1  Plot of power of MPU and DSP which is shown in ISSCC technical digest of

papers

Another issue of VLSI design is an increase of the interconnect delay. Table 1.2 shows
scaling scenarios of the interconnect delay [6]. Although the gate delay decreases by the
downsizing of the transistors, the interconnect delay does not decrease since the
interconnect resistance and the interconnect capacitance cannot be suppressed at a same
time. In particular, the global wiring becomes a more serious problem. The
interconnect length scaling for global wiring is set by the chip-size length, which is not
shrinking, as are gate dimensions. As a result, the global RC delay scales as K>.  Some
new technologies, copper interconnects [7], new lower dielectric materials [8][9] and
hierarchy interconnect [10][11] have been developed to suppress the interconnect
resistance and the interconnect capacitance. Even if these technologies are used, however,
there is a limit in the improvement of the delay. In order to suppress the delay of a long
wiring, the buffer insertion is the most effective. Combining the field solver and the
device simulator could be useful to calculate the interconnect delay and optimum buffer
design more accurately. This method, however, cannot be used for the present million

gates LSI since it takes time too much. Then, a simple but accurate analysis of the



Table 1.2 Scaling scenario of interconnect

Parameters Local wiring Global wiring
Line width & spacing 1/K 1/K
Wire thickness 1/K 1/K
ILD thickness 1/K 1/K
Wire length 1/K 1/k%°
Resistance (per unit length) K K
Capacitance (per unit length) 1
RC delay 1 K

interconnect delay and the buffer insertion methodology are indispensable techniques for

deep submicron VLSI’s.

1.2 Design Issues in 0.5V CMOS VLSI’s

As is mentioned in the previous section, low power design is getting one of the key

design issues. The power and delay of CMOS gate are simply approximated as

V.
POWER OafCVip +1,00 S V), (1.1)
cv
DELAY DK ———22— | (1.2)
oo ~Vrw)

where a is switching activity of the gate, f/ is the operating frequency, C is the load
capacitance, Vpp is the supply voltage, [y is the drain current when the threshold voltage is
equal to zero, S and K are the device parameters, V7 is the threshold voltage of the
transistor and a is the velocity saturation index [12] whose value is about 1.3[11.5 in the
advanced short-channel devices. The details of these formulas and parameters are written

in Chapter 2.
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The first term of (1.1) is a dynamic power which corresponds to the charging and
discharging of a load capacitance. The second term is a subthreshold leakage power
component. Based on the formulas, the delay and power dependence on Vpp and Vyy are
depicted in Fig. 1.2. In recent years, Vpp has gradually decreased due to the gate oxide
reliability and reduction of the dynamic power. Fig. 1.3 shows the future trend of the
supply voltage and the chip power, which is predicted by International Technology
Roadmap for Semiconductor (ITRS) [5]. This figure shows that main-stream Vpp will be
scaled down to below 0.5V in the coming years. Lowering Vpp, however, causes an
increase in gate delay. In order to achieve the high-performance, V'7;; has to be decreased.
Reducing Vry, however, could cause a significant increase in the static leakage power
component. Therefore, there is an optimum design where the power is minimized while

maintaining the gate delay.
Especially, when Vr7y is lower than 0.1V, the leakage power becomes a dominant

component in the total power consumption. In order to suppress the power consumption

in low-voltage processors, it is necessary to reduce the leakage power component.
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Fig. 1.3 Future trend of Vpp and chip power

As for the interconnect delay optimization, H. B. Bakoglu [13] proposed a buffer
insertion methodology based on the method of replacing the buffer with a linear resistor.
In this context, the interconnect delay optimization by buffer insertion has been
investigated [14] but the existing theories are lacking in the detailed consideration on the
non-linear feature of buffers and the influence of junction capacitances. Moreover, the
existing theories are lacking in the trade-off between the delay and the power consumption

although the power is one of the most important index in future giga-scale integration.



1.3 Research Objectives and Chapter Organization

In order to design a low-power and high-performance processor, optimization
methodologies of CMOS circuits and new low-power circuit schemes are proposed in this
thesis. Fig. 1.4 is the schematic of the proposed low-power and high-performance circuit

design.

In Chapter 2, a drain current model and a simple power consumption model are

introduced to analyze the power and delay of CMOS circuits accurately.

In Chapter 3, new analytical formulas for power and delay calculation are proposed. In
order to calculate the power more accurately, a short-circuit power component and a
voltage dependence on capacitances, which have not been fully investigated, are discussed.
An optimum design for low-power processor considering the temperature variation and the
threshold voltage fluctuation is analyzed. Extending the analysis, the future VLSI design

trend is discussed based on ITRS [5].

Long wires, like signal buses, become dominant performance limiter in
high-performance VLSI’s. In Chapter 4, new interconnect methodologies are proposed to
improve the chip performance and total power dissipation. Closed-form formulas for
optimum buffer insertion where the junction capacitance is taken into account are proposed.
In order to use the derived formulas, an appropriate choice of the effective linear resistance
of the driving transistor is also clarified. The result have been applied to bulk and SOI
technologies and implications of buffered interconnect on technology are proposed. In
order to alleviate the noise problems and delay fluctuation problems, new buffer insertion

schemes for bi-directional and uni-directional buses are implemented and measured.

In Chapter 5, new active leakage power reduction schemes are proposed where the

threshold voltage is dynamically controlled through software depending on a workload.
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Fig. 1.4  Schematic of low-power and high-performance circuit design

In the proposed schemes, the threshold voltage is dynamically controlled through software
depending on a workload. The dynamical control system consists of the cooperation
between software and hardware. We propose two techniques to control the threshold
voltage dynamically, one is controlling the back-gate bias of the transistors, and the other is
controlling the supply voltage. The latter technique utilizes the Drain Induced Barrier

Lowering (DIBL) [15].

Finally, the conclusion of this thesis is given in Chapter 6.
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Chapter 2. Principles of MOSFET Models

2.1 Short-Channel MOSFET Model

The most famous MOSFET current model is Shockley model [1], which is proposed by

W. Schockley in 1952. In the Shockley model, the drain current, Ip, is expressed as

1 . .
,B{(VGS ~Vru Vs _EVL%S} (Vps < Vg - Vry :linear region)
Ip= 5 . (21)
E(VGS Vi )? (Vps = Vg - Vg :saturation region)

where Vs is the gate-source voltage, Vpg is the drain-source voltage, V7 is the threshold
voltage and [ is the coefficient which is determined by the device parameters. The
Shockley model is widely known as the drain current model of conventional long-channel
MOSFETs. This model, however, is not suitable for short-channel MOSFETs since the
short-channel effects are not taken into account. In order to calculate the delay and the
power of the short-channel MOSFETs, the simple short-channel MOSFET model has been

proposed as “alpha-power law model” by T. Sakurai et al [2][3]. In this model, I is

11
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expressed as

V V '
I = I'po (2 ‘#SJ,LS (Vps < Vpy linearregion) (22)
D= Vps ) Vps ; :
I'po (Vps = Vp saturation region)
where
a
Vos = Vn
I'Do=lpo(— : (23)
Vop =Vru
a
Vgs =V 2
V'po =Vpo (%J : (2.4)
pp ~VTH

Vpo is defined as the drain saturation voltage when Vgs=Vpp, and Ipy (=drain current
when Ves=Vps=Vpp) 1s a good index of the drivability of a MOSFET. @ is the velocity

saturation index. @ is about 1.3001.5 for an advanced short-channel MOSFET. When

12



a=2, the model corresponds to the Shockley model. Fig. 2.1 shows the comparison
among SPICE simulation result, the Shockley model and the alpha-power law model.
The process of the SPICE model is 0.5pm CMOS technology. The result shows the
alpha-power law model is better approximation than the Shockley model. Then, in this

thesis, the alpha-power law model is used as the transistor current model.

The inverter delay can be approximately derived from the alpha-power law model. In

[3], the delay formula is approximated as

r 0 {(%+L Vo 1, 10 o J(VTH Vop +a _ljJ,l}, (2.5)

P Ipo |L0.8 08Vy, eVpp l+a 2) 2

This formula, however, is too complicated to use as a simple model. In this study,

simple formula which is written as (2.6) is used.

DELAY 1K —_—
oo =Vrw)

(2.6)

K is the delay coefficient which does not depend on Vpp and Vyy. The comparison
between (2.6) and SPICE simulation result is shown in Fig. 2.2. In this simulation, 0.3pm
CMOS process parameters are used. The maximum discrepancy between the simulation
result and the analytical formula is 6% when V7y = -0.1V. Generally, V7 is not set to
below —0.1V since the excessive leakage current flows. Thus, the approximate formula is

effective as the simple delay formula.

On the other hand, the leakage power becomes one of the most important components of
the power consumption. In order to calculate the leakage power, a simple transistor

leakage current model is used. The model is expressed as

VsV

Iipag =100 S (2.7)

where [) is the drain current of MOSFET when Vgs=Vps=Vpp and Vyy=0, S is the

subthreshold slope, called S-factor, which is determined by the device structure.

13
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In order to suppress the leakage power, lowering S-factor is effective. The smallest
S-factor, however, is 60mV/decace at room temperature and this value is not scaled by the
reduction of feature size of MOSFET but only by the temperature. Another method of
lowering leakage power is to increase V7y but the delay of the gate, which is written as
(2.6), increases. The trade-off between Vpp and Vg and the guideline of the optimum

design are discussed in Section 3.4.
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2.2 Power Consumption Model of CMOS Circuit

The total power of CMOS gate is shown as the following formula.

Vi
POWER = Py, + Py +Ps =afCVip +1,00 S pp +algVpp (2.8)
a is switching activity of the gate, f is the operating frequency, C is the load capacitance

and /s is a short circuits current.

In this formula, the first term, Pp, is the dynamic power which corresponds to the
charging and discharging of the load capacitance. The second term, Pp4k, 1s the
subthreshold leakage power component. The last term, Ps, is the short-circuit power,
which flows through a turning-off MOSFET. Although the first and the second terms are
well characterized, the short-circuit power component has not been fully studied. In order
to analyze the power dissipation more accurately, studying the short-circuit power is

crucial for the future VLSI design. The short-circuit power is discussed in Section 3.2.

15



References

[1] W. Shockley, “A unipolar field effect transistor,” Proceedings of IRE, vol.40,
pp-1365-1376, Nov., 1952.

[2] T. Sakurai and A. R. Newton, “Alpha-power law MOSFET model and its

applications to CMOS inverter delay and other formulas,” [IEEE Journal of
Solid-State Circuits, vol. SC-25, pp.584-594, Apr. 1990.

[3] T. Sakurai and A. R. Newton, “Delay analysis of series-connected MOSFET
circuits,” IEEE Journal of Solid-State Circuits, vol. SC-26, pp.122-131, Feb. 1991.

16



Chapter 3. Analysis and Future Trend of Low-Power
and High-Performance Circuits

3.1 Introduction

As power dissipation becomes the more serious problem, the more accurate estimation
of the power dissipation is needed. In order to analyze the power dissipation accurately, it
is necessary to discuss two effects which have not been fully investigated in low-voltage,

low-power CMOS circuits.

One is a short-circuit power component, Ps, which is mentioned in Chapter 2. Veedrick
[1] first reported an expression for Ps but it did not take into account the Py dependence on
the load capacitance, Coyr, although Pg is a strong function of Cpyr. In [2], Ps
dependence on Coyr was first introduced but it neglected the short-channel effects on Ps.
Papers [3] and [4] then introduced the short-channel effects in Ps through the use of
a-power law MOS model [5], but their expressions diverge to infinity when Coyr=0 which

is not true in reality, and hence loses reliability when the load capacitance is small. One
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more drawback is that the expressions include the solution of quadratic or cubic equations
so that the expressions are complicated. In Section 3.2, a closed-form expression is
presented which resolves the above-mentioned problems and the future trend of the Ps /
(Pp + Py) is discussed, which answers a long-standing question if the Ps is getting more
and more serious or not in the future. This study also handles the short-circuit power of

series-connected MOSFET structures which appear in NAND and other complex gates.

The other effect is a gate capacitance dependence on the terminal voltages. Load
capacitance of CMOS circuits, C;04p, Which determines the power and delay is expressed

as follows.

CLOAD:ZCG+ZCJ+ZC1NTa (3.1)

where Cg, C; and Cjyr denote gate, junction and interconnection capacitance, respectively.
In these capacitances, Cs and C,; have complex voltage dependency on terminal voltages
but the impact of this voltage dependency of Cg and C; on power and delay has not been
fully investigated, especially, in low-voltage, low-power designs. In Section 3.3, the
effect of the voltage dependent gate capacitance on circuit behaviors is analyzed and an
appropriate choice of the effective constant gate capacitance is discussed. The impact of

the voltage dependent nature is investigated for low-voltage, low-power designs.

In Section 3.4, closed-form formulas are presented for optimum Vpp and Vyy that
minimize power dissipation when the technology and required speed are given. Vi yin 18
considered in this formula to incorporate Vzy fluctuation effects. The resultant formulas

have been applied to the technology roadmap to discuss the future VLSI design trend.
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3.2  Analysis and Future Trend of Short-Circuit Power

List of Parameters Used

a velocity saturation index
Oy velocity saturation index of NMOS
ap velocity saturation index of PMOS

Oyys  effective velocity saturation index of N series-connected NMOS structure with
J-th NMOS gate from output as an input

Opns effective velocity saturation index of N series-connected PMOS structure with
J-th PMOS gate from output as an input

3 beta ratio (=Ipop/Ipon)

Civ input node capacitance

Cour  output load capacitance

Ce gate capacitance of inverter

Np power ratio (=Ps/(Pp+Ps))

f frequency

FO fanout (=Coyr/Cin)

fo transistor drivability ratio of succeeding gates

Ip drain current

Ipy drain current of NMOS

Ipp drain current of PMOS

Ipon saturated drain current of NMOS at Vesv=Vpsv=Vbp

Ipop saturated drain current of PMOS at |Vgsp|=|Vpsp[=Vbp

Iponiv - saturated drain current of NMOS of previous gate stage

Ipopry  saturated drain current of PMOS of previous gate stage

Ly NMOS channel length
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Lp
Pp
Pg

Ir

Iy
Vbp
Vo
Vpop
Vbs
Vs
Vasp
Vour
Vru
Vrun
Vrap
VDor
Your
VIN

vrp

PMOS channel length

dynamic power dissipation per switching (=CourVpp-/2)
short-circuit power dissipation per switching

time

transition time of input voltage

=CourVpp/Ipon , transition time of output voltage

supply voltage

drain saturated voltage at Vgsp=Vpp

drain saturated voltage of PMOS at Vgsp=Vpp
drain-source voltage

gate-source voltage

gate-source voltage of PMOS

output voltage

threshold voltage

threshold voltage of NMOS

threshold voltage of PMOS

normalized drain saturated voltage of PMOS at Vsp=Vpp (=Vpor/Vop)
normalized output voltage (=Vour/Vpp)

normalized threshold voltage of NMOS (=V7un/Vpp)
normalized threshold voltage of PMOS (=V7yp/Vpp)

3.2.1 Short-Circuit Power Dissipation Formula

Fig. 3.1 shows the typical input and output voltage waveforms of a CMOS inverter

discharging the load capacitance. Although discharging case is described here, the

charging case can be treated similarly. 77 1s a transient time of the input voltage, #, is the

time when the input voltage reaches the threshold voltage of NMOS, and ¢, is the time
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Target inverter

Ioopin:loonin IDop’lty
;7; Cin ;7; Cour=FOLC,y

/ Input voltage

Output voltage

g ¥

0t tt Time

Short-circuit current

Fig.3.1  Voltage waveform of CMOS inverter operation

when the input voltage reaches the threshold voltage of PMOS. The short-circuit current
flows between #) and ¢;. When Coyr 1s sufficiently large, it can be assumed that NMOS
operates in the saturated region and PMOS operates in the linear region between #) and ¢;.
With these assumptions, an expression for short-circuit power when the input is very fast,

Pg(tr «Ty), can be derived as follows.

H—ZP+O’N+1

Ipgpl 1- -

Py(ty <<1y)=22D0r DON 12 ( VTNa vrp) - f(a) (32)
vporCour ~ (I=vpy) ™ (I=vpp) = @y +1

where

)1 9 ap (ap _
f(a)_{an 2(aN+3)+aN+4(2 lj} (33)
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The detailed derivation of f(a@) can be found in Appendix A. The expression for a

charging case of the load capacitance can be obtained by exchanging N and P suffixes.

This formula, however, suffers from the above-mentioned problem that the Pg diverges
to infinity when Cpy7=0. On the other hand, Py expression for Coy7=0 case, which means
that the input rump is slower than the output transition, has been obtained (Ps(f7 » Ty)) as

follows [5]

ap+l

1 1 (I=vpy —vgp) (34)
a»+1->4p - ap ' '
pTL2 (=vzp)

Pg(ty >>Ty)=Vpptripop

Now, (3.2) and (3.4) are combined by taking a harmonic average of the two quantities to
build the general formula, Ps, which covers both of the slow and fast input case. The

resultant expression for Py is free from the above-mentioned divergence problem.

1
Po = . 3.5
S I . I (3.5)

Pg(ty <<ty) Ps(ty >>Ty)

Substituting (3.2) and (3.4) into (3.5), the short-circuit power dissipation is obtained as

follows.
Py = 1 (3.6)
5 vporCourg(vr, @) , h(vr,@) '
21 popl ponts Voptripop
where
ay +1 (I=vp) (1=vpp)or'?
gy, ) == o I (3.7)
J@) (1=vgy —vgp) T =W
1=vyp)7P
Wy @) =27 (ap +1)— 0 212) (38)

_ _ ap+l
l=vpy =vip)

This formula expresses the Ps in terms of 77 and can be used to estimate the short-circuit
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power when input transition time is given. In discussing the scaling characteristics of the
short-circuit power dissipation, however, it is better to eliminate 77 by replacing ¢ with a
function of the saturated drain current of the previous gate stage, Iponiv, Ipopiv, and the

input node capacitance, Cyy [5].

Since the input voltage is the output voltage of another CMOS logic gate, the transient

time, ¢, can be expressed as below [5].

ty = CiwVbp (% 4+ YDoP In 10vpop J[: CivVbp k(VDOP)j (3.9)
Ipopy \0.8 0.8 e Ipopiv

Substituting (3.9) into (3.6), the short-circuit power dissipation without using #7 is readily

obtained as follows.

2 2
P = k((VDoaP))VDD Ciy fo (3.10)
% Vv,
FDOPST S OB, +h(vy ) fo
2k(vpop)
. 10
k(VDOP):%'l'Vg%P In vfop (3.11)
ay +1 (1=vyy ) (1=vyp)9e/?
glvr.a) = . = a 7/7;+a +2 (3.12)
f(a) (I_VTN_VTP) P N
1=vgp)?P
hvpo@) =27 @p +1)— ) (3.13)
I=vry =vgp)™”
C 1 1
rFo=Sour g = foor g - lpop (3.14)
Civ Ipopiv Ipon

3.2.2 Comparison Between Calculated and SPICE Simulation Results

The calculation results by the proposed formula (3.10) agree well with the SPICE
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Table 3.1 SPICE level3 MOS parameter sets

Tech. A Tech. B
Vray (Vas=0) [V] 0.55 0.57
Viap (Vps=0) [V] 0.61 0.56
Ipo(Wy=10m) [mA] 0.92 1.8
Vo 0.5 0.5
ay 1.38 1.6
ap 1.3 1.6

SPICE simulation Formula

15 A
- \g _>/ Tech. A
EQ_. (Lgare=0-5um)
1)
o 10 x — - Tech.B
§ (Lgare=0-51m)
2 | C,=10[pF]
lg *
T
(®)
L
/9]

o 1 2 3 4 5
Fanout : FO=C,,,/C\

Fig. 3.2 Short-circuit power dependence on fanout

simulation results as shown in Fig. 3.2. Two completely different MOS model parameter
sets are used to show the validity of the formula. The MOS parameter sets are listed in
Table 3.1. A CMOS inverter chain shown in Fig. 3.1 is used for the comparison. In
order to confirm the validity of the proposed formulas when the typical load capacitance

(fF order) is used, the short-circuit power dependence on the load capacitance (Cjy and

24



10-10
Cs=7.9[fF]
— 10-11 "]
S
2
® 4.
; 1012
o
o
g1
t‘.’ Formula SPICE
o 1014} ¥ / |
(-,CJ =_-== a VTH=0.05V
— o Vq4=0.25V
10-15 2 2 .

1015 1014 1(.)'13 1012 101" 10-1°
Input and output capacitance : Cy=Cgqyr [F]

Fig. 3.3  Short-circuit power dependence on input and output node capacitance

Cour) is calculated. Fig. 3.3 shows the result. FO is set to 1 and Cjy and Cpyr changes
from 7.9fF(the gate capacitance of the inverter, C) to 10pF. It is seen that the proposed

formulas are in good accordance with the SPICE simulation.

In Fig. 3.4, the SPICE simulation results for the dependence of Ps on FO are compared
with the calculation results by the present formula (3.10) and the previously published
Vemuru et al’s formula in [3].  Vemuru et al’s formula deviates from the simulation results
when the fanout is very small and when the fanout is greater than 3. On the other hand,

the proposed formula reproduces the simulation results well.

The dependence of Ps on Ipgy, Ipop and @ is also compared between SPICE simulation
and the present expression. Fig. 3.5 shows the short-circuit power dependence on PMOS
and NMOS drivability ratio, . Again the present formula reproduces the simulation
results well. Fig. 3.6 shows the dependence on the MOSFET channel length, Ly and Lp.
Since a is changed when the channel length is changed, Fig. 3.6 indicates the validity of

the short-circuit power dependence on ay and ap of the current formula.
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Fig. 3.4  Comparison between this work and previous published formula [3]
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SPICE simulation P
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Fig. 3.5  Short-circuit power dependence on [,
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SPICE Formula

N
\ z Tech. A
o ——
% 41 Ly=x_ , Lp=0.5[um]
g Lp=x, , L,=0.5[um]
o 3}
Q
S
£ 2}
(IJ D
t —
z 7
7]
i a,=1.68
0 (Change x; only target inverter)
0.5 1 1.5 2

Channel length : x; [um]

Fig. 3.6  Short-circuit power dependence on channel length

3.2.3 Short-Circuit Power Dissipation of Series-Connected MOSFET

Structure

So far, the short-circuit power of only a CMOS inverter is considered. In this section,
however, the more complicated structure, series-connected MOSFET structure, SCMS,
which appears in NAND/NOR gates (see Fig. 3.7) is investigated. Here, in order to
handle the SCMS, the idea in [6] is employed. In [6], in order to derive the delay of the
SCMS, the N series-connected MOSFET is replaced by a single MOSFET structure, SMS
(see Fig. 3.8). A method has been proposed to extract effective parameters, Ipony
(effective Ipgny of the SMS), Vpy, and a for the SMS. This study follows the proposed
method in [5] to extract Ipgyy, and Vpy for the SMS but the method to extract the effective

o is modified.
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Fig. 3.7 N series-connected model structure (SCMS)
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Fig. 3.8 Approximate N series-connected MOSFETs (SCMS) with single MOSFET
structure (SMS)
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Number of series MOSFETs : N

Fig. 3.9  1/Ipgny dependence on number of series MOSFETs
As is shown in [6], Vpy of the SMS is unchanged from the Vpy of one MOSFET in the
SCMS, and Ipgy is calculated from Ipgy; and Ipgn2 as follows:

Iponi{pona
(L pon1 = Ipon2) N =D +1pona

Ipony = (3.15)

The calculated Ipony is shown in Fig. 3.9 which shows good agreement with the
simulation results. On the other hand, O is not so easy to approximate. In this study, a
method to calculate o(yp)n; formula is proposed using simulated Qyp)17, Onep)21, and Oygp)22.
Oy 1s effective velocity saturation index of N series-connected N(P)MOS structure with

J-th N(P)MOS gate from output as an input.

Scrutinizing the SPICE simulation results, the following empirical formulas can be used

for the case of J=1 and J=N,
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an11a N2 a p11d pyy (3.16)

aynt = o N » Apn1 = o N
(@ N1 _aNZI)ilnz +a N0 (@pr; _apzl)ilnz +0apyy

Oy = ON11ON22 O oy = ap11dp2 (3.17)
@ N1~ AN (N =D +aymn In N

(@p1; ‘apzz)ilnz +dpo

A comparison of the calculated a’s with the simulation results is shown in Fig. 3.10(a)

and (b).

Fig. 3.11 shows the short-circuit power comparison of the SCMS between the calculation
and simulation. The calculation results can be favorably compared with the simulation.
Once ayyy and Opyy are obtained, the general N and J can be obtained using the following

formula.

N (@ vy —a v )~
(N-1)

L @pyy —apy) -

A NNy = A NNt , Opng =0ppny N-1) (3.18)
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SPICE simulation Formula

1.5
© NAND (N-series NMOSY)
_ — — + NOR (N-series PMOS)
N J=1
2
P4
o
1 3
1 2 3 4 5 6

Number of series MOSFETs : N
(a)

SPICE simulation Formula

1.4 Nl

0 NAND (N-series NMOS)
_\\ — — + NOR (N-series PMOS)
\ N=J
\ Positive input ramp
21
o
0.54 2 3 4 5 6
Number of series MOSFETs : N
(b)

Fig. 3.10 awyy dependence on number of series MOSFETs (a) J=1 (b) J=N
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Fig. 3.11
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Formula
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Short-circuit power dependence on number of series MOSFETs

(a) N-series NAND (b) N-series NOR
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3.2.4 Change of Short-Circuit Power Dissipation with Scaling

Now, let us consider the power ratio, /7p=Ps / (Pp + Ps), to investigate the impact of the
short-circuit power. It is straightforward to obtain the power ratio /7p knowing that Pp is
expressed as CourVpp2. Fig. 3.12 and Fig. 3.13 show comparisons of /» between
calculation and simulation. The dependence of 77p on the threshold voltage and the
supply voltage is well reproduced over a wide range of V7 and Vpp by the present formula.
It is seen from the figures that Py / (Pp + Ps) is about 10% for a typical design. This
means that the contribution of the short-circuit power to the total active power is about

10%.

Can 77p be changed over time? /Jp is a function of @, fanout, V7y/Vpp and Ippour/Ipon as

shown in the following formula.

P
S = ! . (3.19)

P+ P vDopg(vT,a)(FOJ2 , hor.a) Fo
4k2(VD0P) fO 2k(vD0P) fO

p

The fanout and Ippour/Ipev are essentially unchanged if the design style is unchanged
even if the device is shrunk. @ is not a strong function of a device scaling (see Fig. 3.14).
It is shown from (3.19) that if V7/Vpp is constant, /7p remains constant even though the
Vpp 1s scaled. In order to confirm the validity of this result, /7p dependence on Vpp scaling
is shown in Fig. 3.15. Considering the tendency that V7u/Vpp will be slightly increasing
to keep the standby power in a tolerant level when the supply voltage is decreased as
device miniaturization proceeds, the importance of the short-circuit power will not be

increased (see Fig. 3.16).
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Fig. 3.13 Power ratio dependence on threshold voltage
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Fig. 3.15 Power ratio dependence on Vpp scaling
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Fig. 3.16 Power ratio dependence on Vyy/Vpp

3.2.5 Simplified Formula for Short-Circuit Power

If the precision is of importance in estimating the short-circuit power, (3.10) is to be used
but if the dependence on various parameters is of interest, the simpler expression is of use.
In this Section, the simpler but less accurate formula is presented so as to give insight in

the parametric dependence of the short-circuit power.

First, vpy can be fixed at 0.5, vy and vzpare both set equal to vyand ay and ap are both
set to a without much degradation in accuracy. Then, the following expressions are
obtained.

10 (0.5-v;)? y2 _fo

Po(tr <<Typ)=—mnar> T e
s (tr N) wVbp FOB.

3.20
3 0,223\/12" ( )
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0.5-v;)"?

2
10'13\)1"4'20' C]NVDDfO' (321)

Ps(tp >>Ty) =

As is seen from Fig. 3.17, the relative error of the expression compared with the (3.2)
and (3.4) is less than 20% in the range of 0 < vy< 0.4 and 1 < a < 2. When v720.5, the
short-circuit current does not flow at all. It is easily seen from these formulas that the

short-circuit power monotonically increases as @ decreases, as fanout decreases and as the

ratio of the threshold voltage over Vpp decreases.
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Fig. 3.17 Comparison between (3.2),(3.4) and simple formulas (3.20),(3.21)
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3.3 Voltage Dependent Gate Capacitance and its Impact in Estimating
Power and Delay of CMOS Digital Circuits with Low Supply
Voltage

3.3.1 Voltage Dependent Capacitance of MOSFET

Gate capacitance seen from the input, Cg, is a function of terminal voltages as is shown
in Fig. 3.18. (g is not equal to Cpy, which is calculated from oxide thickness and is
constant. In a subthreshold region, Cg is much smaller than Cpy and in an on-state, Cg is
different between a linear region and a saturation region. If a CMOS inverter is formed,
the input capacitance changes as in Fig. 3.19. In calculating the capacitance, the current
flown into a gate terminal is integrated over time. It is obvious that the behavior of Cg
changes depending on the threshold voltage. Since Cg is always smaller than Cpy and
shows the minimum just before the threshold voltage, the effect of Cy is expected to

decrease when Vyy/Vpp gets larger.

There is also a gate-drain overlap capacitance, Coy, associated with a MOSFET. Since
the overlap capacitance is not voltage dependent, it is not considered in this study. The

overlap capacitance effect can be considered by just adding 2Cyy in an estimation process.
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Fig. 3.18 Dependence of gate capacitance on gate and drain voltage
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3.3.2 Definition of Effective Gate Capacitance

Let us consider an NMOS case for simplicity. An extension to a PMOS case is
straightforward. Considering an inverter turning on, in an initial state, Vggis 0 and Vpg is
Vpp and Vg reaches Vpp and Vpg reaches 0 at a final state. Considering this situation, let
us define an effective gate capacitance, Cg.p, as follows.

_40 _ 1

Cop =22G =~ {0 (Vg =Vpp,Vps =0,V =0
Gof =y Ty {06 Vas =Vp:Vps s =0) (3.22)

~ 06 Vs =0,Vps =Vpp.Vps =0)}

Qg 1s charge stored on a gate and AQg is gate charge difference between the final state
and the initial state. This amount of charge should be poured into a gate terminal in

circuit operation, which determines power and delay of digital circuits.

In calculating 4Qg, the current flown into a gate terminal can be integrated over time as
is shown in Fig. 3.20. As is seen from the same figure, 40 is not path dependent so that
any waveforms for Vg and Vpg can be used to obtain 40s.  An example of the extracted
Cgep 1s shown in Fig. 3.21. It is seen that Cg.y /Cox becomes smaller in high Viu/Vpp

region.

It should be noted that Cg.y is defined for an NMOS and a PMOS transistor. Thus, the
number of simulations needed to extract Cg.y for an LSI is limited to the number of kinds
of transistors in a design, which is usually two or a little more for most digital designs.

Input gate capacitance of a complex gate can be calculated by adding Cg; of MOSFETs.

When Cgep 1s to be calculated from device parameters, Cg.p; can be calculated as

AQq!/Vpp, using the following expressions [7].
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Fig. 3.20 Method to obtain Cg.yand A0 dependence on waveforms of gate voltage and
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Fig. 3.21 Extracted effective gate capacitance, Cgep

40 = A0cs + A06p + A0gp
= LWCox{Vpp Vs =205
_B_Ez 1+ 1+4(_VFB_VBS) (3.23)
2 BE?

O<Vry <Vpp)

where

Vig =V —2@p — BE\2@r —Vps

(3.24)
:Flat band voltage
A 29N
BEztOX i 4 WCS . BOdy efféCt (325)
0
@ =Eln(ﬂj :Fermi potential (3.26)
q n;

where Fcg is a charge-share factor and other notations follow a convention in device

physics [7][8].
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Fig. 3.22 Circuit to obtain C;.; and 4Q, dependence on waveforms of gate voltage and

drain voltage

Junction capacitance is also voltage dependent but it is a two-terminal device and the

definition of the effective capacitance, C, .y, 1s trivial as follows.

Crop = [, )y = L Vo0) =01 O) _ 40,

= - (3.27)
DD ¥0 DD DD

A circuit in Fig. 3.22 can be used to obtain 40, by integrating the current flown into the
junction terminal over time. It is not dependent on voltage wave shape (Fig. 3.22) and
well-defined. In order to exclude Cpg effect which exists in parallel with the drain

junction capacitance, very large drain junction (mm order) should be used compared with
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the transistor size. Since junction capacitance has two components, that is, area
dependent and periphery dependent component, two calculations should be carried out

changing the area of drain and the periphery of drain [9].

3.3.3 Application of Effective Gate Capacitance

The effective gate capacitance, Cgep; 1s applied to estimate power and delay of a CMOS
inverter in Fig. 3.23 and Fig. 3.24. Power and delay simulated by using constant Cpx and
Cgep as gate capacitance are denoted as P(Cox), td(Cox), P(Cgep), and to(Cgep), respectively.
Power and delay simulated by using real MOS gate is denoted as P(MOS) and 7,(MOS),
which are supposed to be true. Two different device models are used to check the
effectiveness of the proposed Cg.x  Both models are based on BSIM model and charge
conservation in capacitance models is observed [8]. In order to concentrate on the gate

capacitance effect, C; and Cjyr are set zero in the simulations.

P(MOS)/P(Cpy) and tMOS)/t(Cox) are less than 0.5 when Vyy/Vpp is above 0.6.
This means that constant Cpy approximation for a gate capacitance becomes poor when
Vi/Vpp increases. The discrepancy is mainly due to the smaller capacitance in the
subthreshold region. If we use Cgpinstead of Cox, P(Cgep) and 14(Cgep) can reproduce
P(MOS) and t,(MOS) well.

In order to check the validity of the Cg.y approximation, a more complex circuit, 4-bit
counter, is analyzed. Again, simulations are carried out using Cgep, Cox and real MOS
gate for gate capacitances. Circuits shown in Fig. 3.25 are adopted to represent three
cases. Each gate in a counter is substituted by one of the three types of gates. The
results are shown in Fig. 3.26. In both power and delay comparison, Cg.5reproduce well
the real gate for gate capacitance, while Coy approximation gives larger power and delay

by a factor of more than two.
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Slight disagreement in power and delay between Cg.; approximation and the MOS gate
simulation is due to the fact that the operation of MOSFET does not always start with Vg
=0 and Vps = Vpp and end with V5 =Vpp and Vpg=0. This situation is observed in series
connected MOS structures in NAND and other complex gates. The disagreement is also
due to the substrate bias effect in the stacked structure. It can be said, however, that the
disagreement is small and using Cg.p is much more accurate than to use Coy as a constant

capacitance in estimating power and delay.
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Fig. 3.23 Comparison of power estimated by using Cge5 (P(Cgep)), Cox (P(Cox)) and real
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Fig. 3.26 Dynamic power dissipation and delay of 4-bit counter
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3.3.4 Discussion

Supply voltage, Vpp, will be decreased in the future to cope with the power increase
problem and to guarantee sufficient reliability. Low Vpp is also used for achieving
low-power CMOS VLSI’s. The threshold voltage, however, cannot be decreased with the
same rate as Vpp decreases due to the exponential increase of subthreshold leakage. As a
result, V7u/Vpp tends to increase in the future and the discrepancy between Cgep and Coy

gets bigger.

Although CAD tools take the voltage dependent capacitance effect correctly, designers
use Coy instead of Cgpas an effective gate capacitance from time to time and it seems
working well at present. This is because Vyy/Vpp is about 0.15 and the discrepancy

between Cg.rand Coy is about 10%, that is, small.

Moreover, although the power and delay are estimated a little larger than reality, this
effect is being canceled out by neglecting short-circuit current component which tends to
increase the delay and the power by about 10% (see Section 3.2). In low-voltage designs,
however, Vry/Vpp becomes larger and the short-circuit current tends to diminish while the
discrepancy between Cg.yand Coy tends to increase. Then the cancellation does not take
place. Consequently, the constant capacitance approximation using Coy becomes less and

less accurate and Cg.p should be used instead in the future.

Cinr 1s dominant in Crp4p in many cases, and in that situation, the accuracy of the gate
capacitance approximation is less important but there are cases where Cjyr is small and
gate capacitance affects the circuit behavior much like in some hand crafted data-path

circuits.
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3.4 Optimization of Vpp and Vg for Low-Power and High-Speed
Applications

3.4.1 Problems of Previous Vpp-V1g Optimization Methods

In order to minimize the power dissipation, Vpp-V7y optimization has been investigated
extensively but previous publications on Vpp-V7y optimization have following three

problems.

First, Energy-Delay product (ED product) has been often used as an object function in
optimizing CMOS circuit power consumption [10][11][12]. In practice, however, the
objective of the optimization is to minimize the power consumption while satisfying a
speed constraint. When we take the ED product as an object function, we get only one
pair of the optimized Vpp and optimized V7y if the technology is fixed. This is not what
we want, since the optimized Vpp and V7 should be different if the target circuit speed is
different. In this section, the optimization is carried out taking the power as an object

function and the speed as a constraint to make the optimization results more practical.

The second issue is on the drain current modeling of MOSFET's. Fig. 3.27 shows a
comparison between the present model and the previous model that has been used in power
optimization papers [10][11]. It is seen that the previous drain current model has
discontinuity around the V7y while the present model rectifies the issue, details of which is

discussed in the text.

The last problem is that the previous calculation has not considered the effects of both
Vru fluctuation and temperature variation.  Since these effects are getting more important

in the deep submicron region, the analysis should take these effects into account.
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Fig. 3.27 Drain current models used in power optimization

In this section, closed-form formulas are presented for optimum Vpp and Vyy that
minimize power dissipation when the technology and required speed are given.
Above-mentioned problems are eliminated in the analysis. Vg min 1S considered in this
study to incorporate Vg fluctuation effects. The resultant formulas have been applied to

the technology roadmap to discuss the future VLSI design trend.

3.4.2 Closed-Form Formulas for Optimum Vpp and Vg

A new drain current model for short-channel MOSFET's is proposed that provides
smooth transition across subthreshold region and above-threshold region. By using the
model, accurate calculation of power and delay near the threshold is possible. The model

1s described as the following expressions.
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Table 3.2 Notations used in Section 3.4

notation meaning
a switching activity
Ly logic depth of critical path
f given clock frequency
C; load capacitance
a velocity saturation index [5]
Iy drain current when Vgs=V 7y at lowest temperature
Tin lowest operation temperature
Tnax highest operation temperature
AT Tonax=Tmin
Ns nkTma/q (n: subthreshold slope factor)
K coefficient of delay
Ay peak-to-peak V7 variation through process
K temperature coefficient of Vryy
VrE max highest V7 in operation temp. and process variation range
Vet min lowest V7 in operation temp. and process variation range
Vbpopt optimum Vpp
Vitiopt optimum Vi
LoN, min drain current when Vgs=Vpp at lowest temp.
and highest V7 corner in process variation
TorE max leakage current at highest temp.
and lowest V7 corner in process variation
Pk max leakage power at highest temp.
and lowest V7 corner in process variation

a

Vs =V,

hﬂ’(%} Vs 2V +aNg)
s

Ves ~Vru
N
lye % (Vgs <V taNg)

(3.28)

~
o
1

The notations for these formula as well as the notations for other quantities used in this

study are tabulated in Table 3.2.

Fig. 3.27 shows a comparison between the proposed model and the conventional model
[10]. The previous drain current model has discontinuity around Vzy and the present

model does not have one. The difference between the proposed formula and the
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measured result is within 4% when V=001.5V.

Here, as a basis of optimization, the delay and the power dissipation models are
explained that take into consideration the V7 variation through process and temperature.
The two main sources of power dissipation in CMOS VLSI's are the dynamic power
dissipation due to charging and discharging of load capacitance, and the power dissipation
due to subthreshold leakage. There may be short-circuit power dissipation as the third
source of power dissipation but it is less than 10% in total power dissipation (see Section
3.2). Then, the short-circuit power is neglected in this study. The voltage dependency
of the load capacitance is discussed in Section 3.3. The result shows that the variation of
load capacitance is about 30% when Vry changes from O to Vpp/2. The variation,
however, decrease to about 15% when the junction capacitance and overlap capacitance are

taken into account. Hence, the variation of the load capacitance is neglected.

The main device parameters that depend on the temperature are mobility, £, Vry, and
subthreshold slope, Ns. The temperature dependence of these parameters are written as

[13]

T -m
U= ,U‘ Zmax (3.29)
Tmin
Vit min = Vi max — BV —KAT (3.30)
' kT,
Ng = Ny s = "WTmax (331)
Tmin q

where £ and Ny’ are the mobility and the subthreshold slope at the lowest temperature in
use, T, respectively.  Vigmae and Vg, are the maximum and minimum threshold
voltage under the temperature and process fluctuation. k' is a temperature coefficient of Vyy,
which is typically 2.4mV/K in 0.5pum process, and m is a temperature exponent of mobility

whose typical value is 1.5. Fig. 3.28 shows the temperature dependence of drain current.
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Fig. 3.28 Temperature characteristics of MOSFET

It is seen that, in sub-1V region, CMOS circuits show positive temperature dependence,
because the effect caused by Vyy lowering is stronger than the effect caused mobility
degradation [14][15]. If our interest is in sub-1V region, the worst-case delay occurs at

the lowest operation temperature. The delay of interest is written as

(orn4
tg =K b (3.32)
BV pp ~Vrr max)
where
a
e
B =1, , . (3.33)
aN

On the other hand, the worst power consumption is observed at the highest operation

temperature, because the dynamic power component, Pp, which is written as

Pp =afC,Vpp (3.34)
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does not have temperature dependence and the main temperature dependence comes from
the leakage component. The leakage component also increases when Vyy is lowered by
Vry fluctuation. Therefore, the maximum leakage current appears when the threshold
voltage is Vg min. Consequently the maximum leakage power, Prz4x max 1S Written as

Trmin (3.35)

Ny

Preak.max = Lo€ Vbp

The frequency is expressed using 7, (3.32) and the logic depth of a critical path, L,.

1
Ly,

f= (3.36)

(3.34), (3.35) and (3.36) are the basic equations for the power optimization. Now we

try to solve the equation system. First, by solving (3.36) in terms of Vrz min, We get

ﬂ VDD - AVTH _KAT

= VDD _/YVE/DG _AVTH _KAT,

Va
SLaKC Va
(3.37)

Ve min = Vb _(

where x=(fL.KC,/p)"°.

Substituting (3.37) in (3.34) and (3.35) the formula of power dissipation can be derived,
which is denoted as P(Vpp). In order to obtain Vppy and Vipep, when the clock
frequency is given, we differentiate P(Vpp) with respect to Vpp and set the resultant
expression to zero. The resulting equation is transcendental and cannot be solved exactly.
Here we can assume Vpp>>Ng, since Ny is normally less than 0.05V. Then, the equation

becomes as follows.

2afCLNS a
IO 0'—)(

Vop = XVbi =—-Ng ln( j"'AVTH + kAT (3.38)

Still the above equation cannot be solved for Vpp analytically, but optimum Vygmin,

which is denoted as Vry,,s, can be calculated using (3.37) and (3.38) easily.
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2¢fC, Ny «a
VTHopt:_Nsln( 2 Sﬂ_){j (@>X) , (339)
0
where
la
X:(—ﬂd;LKj . Ny =M (3.40)
q

As is described above, it is difficult to solve Vpp,y. Some approximations are used.

By using Taylor expansion of the equation around Vpp=1, Vpp,: can be solved as

—Nsln{zafiLNS a J+AVTH+KAT+0_1)(
0 a-x
Vbpopt = Y (0>X). (3.41)
1—7
a

(3.39) and (3.41) are the optimum Vpp and Vyy.

Let us make the simpler guideline for the power optimization. This is possible by using
either the ratio between Pjz4x mqx and Pp or the ratio between Ion min and lorrmax- PLEAK maxs
Ionmin and Ioppmee are defined in Table 3.2. Using (3.34) and (3.35), the ratio of

P14k max/ Pp can be expressed as

PrEak max _ 2

: (3.42)

P D VDDopt -1- VDDopt - VTHopt
Ng aNg
where Przixmax 1 leakage power dissipation at the highest temperature and at the lowest

Vru corner in process variation. If we confine Vpp around 1V (0.5VLL.5V) and

Vrropi<<l, the ratio can be simplified as

Preakmax _ 2Nga

P, (o>1.1). (3.43)

In terms of oy min and Iopgmar, it 1S rewritten as
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TON min g a1 Ly

(a>1.1). (3.44)
[OFF,maX ZNSa a

Assuming typical values for the parameters such that Ng=0.048 (S-factor at 7, is
80mV/decade and T,,,,=400K) and a=1.3, Pr4kmax 18 calculated to be about 30% of the
total power dissipation. This value of about 30% is not changed over a wide range of
design parameters such as a, Ly and f. This is understood like below. When the target
speed is changed, V7, changes slightly but Vpp,,, changes much because V7 changes the
power exponentially while the dependence of power on Vpp is quadric. The amount of

change in V7 and Vpp cancels out the dependency of power on these parameters.

3.4.3 Comparison with Numerical Solutions

In order to confirm the validity of the Vppo, and Vryop formulas of (3.39) and (3.41) and
the simple expression of (3.43), the proposed formulas are compared with the results of
numerical solutions by (3.34), (3.35) and (3.36), and the conventional formula in [10]

where it is stated that the ED product is minimized when P, g4k ma/ Pp=1.

Fig. 3.29 shows the result. In this analysis, the activity, a, is varied from 1, 0.1, to 0.01
and the logic depth, L, is set to 10, which is typical. AV is set to 0.1V and AT is set to
50K. It is seen from the figure that the discrepancy in Vrpy,, between the numerical
solution and the conventional calculation [10] is 0.11V, while the discrepancy is suppressed

to 0.03V for the proposed formula calculation.

Fig. 3.30 shows the accuracy of the proposed formulas together with the formula in the
previous publication [10]. The calculated values are compared with the results of direct
numerical analysis using (3.34), (3.35) and (3.36). It is seen that the proposed formulas
are in good accordance with the numerical solutions and above-mentioned approximations

are found to be reasonable.
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3.4.4 Discussions

It is clearly seen from Fig. 3.29 that Vry,, decreases only 0.1V when the required
frequency changes from 100MHz to 300MHz. On the other hand, Vrp, increases 0.3V
when activity, a, changes from 1 to 0.01. Fig. 3.31 shows the Vppoy and Vipop
dependence on the logic depth, L;. In this figure, the variation of V., when Ly is
changed from 10 to 20 is only 0.03V. From these results, it can be said that V7, is not a
strong function of either the clock frequency or the logic depth but strongly depends on the
activity. Therefore, it is effective to decide V7 according to the activity of macro blocks
(ex. high V7y for memory blocks, low Vry for logic blocks and further lower V7 for clock
circuits). The power increases exponentially when V7 decreases. Hence, to improve the
speed, Vpp tends to increase and Vzy tends to stay the same. This is the reason why Vrpg,,

is not a strong function of speed related constraints.
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3.4.5 Future Trend of Optimum Vg and Design

A future trend in Vpp and power dissipation has been shown in the ITRS (International
Technology Roadmap for Semiconductors) [16]. Vg and the logic depth, however, are
not discussed in the roadmap. In this section, the trend of the optimum V7, the logic
depth, and the number of transistors in logic blocks is discussed using the parameter values

given in the ITRS.

When a certain device parameter is given in the ITRS, it is used in the analysis. For
parameters that are not listed in the roadmap, reasonable assumptions are made as follows.
a, K and N, are assumed to be constant in all generations, being equal to 1.3, 0.78, and
0.05, respectively. Ty, and T,.. are set equal to 300K and 400K, respectively. The

activity, a, is set to 0.1 for logic blocks [18].

K is a function of impurity density and can be estimated using the formula in [16]. Fig.
3.32 shows the change of k on generations. In 0.18um technology, V7y increases about
0.11V when the temperature goes up by 100K, but when the feature size becomes 0.05um
in 2011, the V7 change will be less than 0.07V.

The total number of transistors on a chip, Ncgp, consists of the number of transistors in
logic blocks and that in memory blocks. Nc¢gp in 2011 is predicted to be about 70 times
as large as that in 1999. The power dissipation in memory blocks can be neglected when
leakage cutoff techniques are used (for example, see dynamic leakage cut-off scheme [19]).
Therefore, the number of transistors in logic blocks, Ny ogic, is of importance in calculating
the power consumption. At present, the ratio of Nypgic to Negp 1s about 20%. For a

moment, let us suppose the ratio is invariant over time. L, is also set constant at 20.

Fig. 3.33 shows the power consumption trend by the estimation through proposed

formulas and that by the ITRS. In the calculation, the power will increase by a factor of
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Fig. 3.32 Change in K on generations

30. On the other hand, the ITRS tells that the total power in 2011 should be within 2
times the power in 1999. 1t is clear that the target in the ITRS cannot be achieved without
some modifications in the scaling scenario. The main parameters, which can be modified

in the design level, are the logic depth and the ratio of N ogic/Nemip.

Three scenarios are considered here. In the first scenario, N;ogic/Ncyp remains
constant at 20%, while the logic depth can be changed freely. The logic depth is a function
of architecture, a pipeline scheme and a design style. There are no official values for the
L4 change in time. The estimated logic depth in 2008 becomes 1. Although there is a

tendency that the logic depth is being decreased, this is totally unrealistic.

In the second scenario, L, is kept constant at 20 and Nyogic/Ncmp are changed freely.
Then, Nyogic in 2011 will be 1.1 times of Nypgic in 1999. This scenario again is
unrealistic, since it basically says that the number of transistors for logic blocks should not

be increased.
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Now, in the third scenario, more realistic values for L; and N;ogicare searched for. In
this scenario, the minimum achievable L, is set equal to 10, a half of the current typical
value and then N;pgic in 2011 can be calculated and fixed. From 1999 through 2011,
Niogic are interpolated assuming an exponential change in time. The resultant figure is
shown in Fig. 3.34. This can be one possible scenario. The point is that memories can
be using more transistors while logic part cannot be. Fig. 3.35 shows the trend in Vppop:
and Vrwop in this scenario.  The optimum V7y is varied in the hatched region due to the
process and temperature variation. The lowest boundary and the highest boundary are
optimum Vyg pin and optimum Vyy ay, respectively.  The target Vg is the Viyy in lowest
temperature and medium point of process variation range. From this analysis, it is shown
that the target V7y is almost constant at 0.2V and the optimum V7, 1s in the range of

0V~0.1V over generations. This conclusion is basically unchanged even if activity
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increases up to 0.3 from 0.1. The resultant of target V7 can be used as a guideline of

device manufacturing parameter, for example, the impurity range.

Vbpop: coincides with the ITRS. There are many ideas presented to reduce stand-by
power but up to now there are eventually no successful proposals on reducing the active
power except for changing the supply voltage. In this circumstance, this third scenario is

a compromised approach.

The future trend of Niogic and Nygyvory (ENcrip-Nrogic @ the number of transistors in
memory blocks) is shown in Fig. 3.36. The ratio of Nyzyory to Newp 1s 80% in 1999 and
97% in 2011. On the other hand, the ratio of N;ogic to Ncyp 1s decreased to 3% in 2011
due to the constraint of power consumption in the ITRS. Therefore, memories can be

using more transistors which logic part cannot be.
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3.5 Summary

In Section 3.2, a simple and closed-form formula for the short-circuit power dissipation
is derived which correctly reproduces the dependence on various parameters such as a
threshold voltage, a supply voltage, a beta ratio, transition time of input voltage, load

capacitance and input capacitance.

It is shown that the short-circuit power monotonically increases as O decreases, as fanout
decreases and as the ratio of the threshold voltage over Vpp decreases. Considering the
tendency that Vr7u/Vpp will be slightly increasing to keep the standby power in a tolerant
level when the supply voltage is decreased as device miniaturization proceeds, the

importance of the short-circuit power will not be increased (about 10%).

In Section 3.3, an appropriate effective gate capacitance, Cg.p; has been defined and a
method is proposed to extract the value by using SPICE. It is shown that the power and
delay of CMOS digital circuit can be estimated accurately by introducing Cg.p. The
discrepancy between Cg.rand Coy is increasing in low-voltage regime and adopting Cgep

in accurate power and delay estimation becomes more important in the future.

Closed-form formulas for optimum Vpp and Vyy are presented for low power and
high-speed LSI's in Section 3.4. These formulas take the variation of threshold voltage
and temperature into account. From the calculation using these formulas, it is shown that a
simple guideline for power optimization is to set the ratio of the maximum leakage power
to the total power around 30%. Note that the maximum leakage power is observed at the

highest temperature and at the lowest V7 corner in process variation.

The trend in Vrwope and Vppoeps 1 calculated using the device parameters given in the
ITRS roadmap. The Vpp,y coincides with the ITRS roadmap and Vzpep, that is, the
optimum Vg iy 18 in the range of 0V~0.1V and the target V7 is almost constant at 0.2V

over generations. The proposed scenario shows that more number of MOSFETs are
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consumed in the memory blocks than the logic blocks in the future.
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Appendix A. Deviation of Short-Circuit Power with Fast Input

Transition Time

In the a-power law model, the drain current /p is given as follows [6]

cutoff region
0 ff regi
V V
Ip =11"pg [2—&]%‘9 (linear region) (A1)
Vps ) Vps
saturated region
I'DO d i
where
a
Vos ~Vru
I'po =1pg (— (A.2)
Voo =Vru
a
Vgs =V 2
V'po =Vpo (—GS - j : (A3)
Vop =Vru

When a=2, this model becomes the Shockley model.

In this Appendix, the CMOS inverter shown in Fig. 3.1 is used for the derivation of the
short-circuit power dissipation. Fig. 3.1 shows the input and output voltage waveform
discharging the load capacitance. Where /7 is the transient time of the input voltage, 7 is
the time when input voltage reach at the threshold voltage of NMOS, and ¢; is the time
when input voltage reach at the threshold voltage of PMOS. The short-circuit current

flows between 7y and ¢#;. Then, the output voltage is governed by the following

differential equation.

dVour
dt

ouT =Ipp —Ipy (A4)
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When t7r«Ty, however, it can be assumed that Ipp « Ipy.  When the transient time of the
input is slower than 7y, it can be assumed that NMOS is in the saturated region between

and #;. Then, (A.4) can be rewritten as

Cour (A.5)

a
dVour _ 7 [VGSN ~Vrun J v
dt ’

Vop —Vrun
which should be solved with the initial condition, Vouyr=Vpp. Solving the above

differential equation, we have

1 (t—tyvpy )™

z-]\](Cr]\] +1) (tT _fTVTN)aN .

vour (1) =1- (A.6)

In this condition when #7 «Ty, PMOS is in the linear region. From (A.l), (A.2) and

(A.3), the PMOS drain current, /pp, is calculated as

ap

Ipop [|VGSP| ~Vrp Jz Ipop 1,2
Ipp =2 Vpsp =———Vpsp - (A7)
Voor \ Vpp =Vrp 2

Since the output capacitance is relatively large, the output voltage moves very slowly.
Then, Vpsp is small when the input is changing and with this assumption, the second term
of (A.7) can be ignored. The second term of (A.6) becomes vpsp, (A.7) can be solved in

terms of Ipp. From these formulas, the short-circuit power dissipation, Pg, is shown as

Pg(ty <<ty)= VDDI?DPdf = el il 7
fo VporTy @y DA =vy )N (1= vyp)7F (A%)
i t ar 1 . '
+
(I=—=vgp) 2 (—=vpy) ™ dt
1 T It
Note that
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! t Ze t
Jl(l_—‘VTP) 2 (—=vpy) ™t
o I It
A9
1 o : (A.9)
N ar
:.[o vy —vpp) = a2 X

t .. . .
where x =——vyy. Now, the Taylor transformation is applied for the integrand.
Ir

a
{a-vpy _VTP)_)‘}TP
ap ap_

an (A.10)

2 2

where m=1-vyy-vzp.  Then the integration can be carried out as follows.

alip-'-a'N-'-2 1 ap ap ap
trm 2 —1|= (A.11)

- +
ay +2 2ay+3) 2Ry +4)\ 2
Let’s concentrate on the quantity in the parenthesis. When the third term is multiplied
by 4, a good appropriation can be obtained which fits well with SPICE simulation and this
accounts for the higher terms than the fourth. Hence, the quantity in the parenthesis can
be approximated as f{ @), which is defined as

f(a):{ ! ap _, 9r (”P —1)}. (A.12)

ay +2 2ay+3) ay +4\ 2

With f{ @), (3.2) in the text can be easily derived.
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Chapter 4. Buffer Insertion Schemes for High-Speed
and Low-Power Interconnect Designs

4.1 Introduction

Optimization of the interconnect delay by the buffer insertion technique is a crucial
technique for deep submicron VLSI's. RC models for MOSFET's have been used to
optimize the buffered interconnect. As for the resistor, the transistor has been
approximated as a linear resistor without detailed consideration on the non-linear feature of
MOS I-V curves. As for the capacitance, the junction capacitance, C,, has often been
neglected [1] or even if C, is taken into account, the delay formula including C; is not
sufficiently accurate. = Moreover, the existing theories for buffered interconnect
optimization are lacking in the trade-off between the delay and the power consumption

although the power is one of the most important index in future giga-scale integration.

In order to overcome the shortcomings of the conventional approaches, an

approximation of MOSFET as a linear resistor is investigated and the delay formula
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including C; is proposed in Section 4.2. The study also gives attention to the power
consumption in the optimization process and derives closed-form formulas for optimum
buffer insertion. The results have been applied to bulk and SOI technologies and

implications of buffered interconnect on technologies are discussed.

From the point of view of the circuit design, the new buffer insertion scheme which can
alleviate the effect of the coupling capacitance and long RC line is important for
high-performance VLSI design. The original buffer insertion schemes, however, cannot
be applied to the bi-directional buses because the buffer is uni-directional in nature.
Some circuit configurations that can be applied to bi-directional buses have been proposed
[2][3]. These circuits turn out to be prone to malfunctions when there is a noise from

adjacent lines in scaled down interconnect systems where capacitive coupling is large.

In order to overcome these problems, a new buffer insertion scheme for bi-directional
buses, namely dual-rail bus (DRB) scheme, which does not have noise problems is
proposed and measured in Section 4.3. One more proposal is on a high-speed buffer
insertion scheme for uni-directional buses by making use of staggered firing. The

staggered firing bus (SFB) is proposed and measured.
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4.2 Power-Conscious Interconnect Buffer Optimization with Improved
Modeling of Driver MOSFET and Its Implications to Bulk and SOI
CMOS Technology

4.2.1 Analytical Model for Buffer Optimization

Fig. 4.1 shows a basic configuration of buffered interconnect. R, C and C;, are the
resistance, gate capacitance and junction capacitance of the buffer, respectively. 4 is the
buffer size. The inductive effect is neglected in this study since the effect on optimum
buffer inserted lines will diminish and become negligible for global interconnects in the
future [2]. The delay formula without buffers can be approximated as (4.1). Suffix 0

signifies quantity per unit size or length.

tqg =P1RneCony + P2 (RC+ RC; + RCjyp + Ry C)

:k|:p1 RINTIOCLINT C[NTIOCLINT +p2(%h(Co +CJ0) +&C1NT]0€L1NT + R]NT;)CLINT hCOji|

(4.1)

where p;=0.377 and p,=0.693

This expression is newly derived and the relative error is within 3% when C,=0 and
within 7.5% when C; is equal to or less than C, which is the input capacitance of a

transistor.

When the buffers are inserted like in Fig. 4.1(b), the optimum size of the buffers and the

optimum number of the buffers can be derived analytically as
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k stages

(b) with buffers

Fig. 4.1  Distributed RC interconnect model

ot CinvroR
=0 = hppy = /—’NTO 0 (4.2)
0h RintoCo

ot R C
_d—O—’kOPT_LINT 21| RivroCivro (43)
Ry(Cy+Cyo)

Ok

hopr 1s the optimum size of the buffers and kppr is the optimum number of the buffers.

Lyyr s the interconnect length.

Substituting hopr (4.2) and kopr (4.3) into (4.1), the optimum delay (z;0pr) can be

expressed as

C
taorT = 2L1NT(\/P1P2 +P2,/ﬁ}/ TINToT MOSO
01Cro

|:|2.4L[NT1I T[NTOTMOSO (When CJO = 0) . ( 44 )
U2.0Lnr+ TivroTsoso  (when Cyy = C)
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Fig. 4.2  Signal waveforms when buffers are inserted

Iivo 1s the time constant of interconnect (=R;nnCivro) and Tyoso 1s the time constant of a
buffer (=R¢(Co+Cj)) which corresponds to the inverter delay with fanout of 1. The
optimum delay is proportional to a geometric mean of the interconnect delay (7;y70) and the
gate delay (Zyps0). This means that the delay of optimally buffered interconnect is
approximately scaled as+/s where s is a scaling variable. It is also shown that the optimal
condition is met when inserted buffer delay is approximately equal to the interconnect

delay.

In order to use the derived formulas, the effective linear resistance of the unit-sized
transistor (Ry) has to be determined from device characteristics. Here, we discuss an
appropriate choice of the effective constant resistance when the buffers are optimized.
Fig. 4.2 shows that the waveform of the input, driver output and interconnect output

voltage when the buffers are inserted so as to minimize the interconnect delay.
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Drain current :

Fig. 4.3  Definition of Rs and R;

The waveforms can be considered as the ramp waveforms and a-power model [3] is used
as the drain current model. It is assumed that Vy and Voyr begin transition when
Vin=Vpp/2. The slope of Vy is twice as large as the slope of ¥y and Voyr when the buffer

insertion is optimized. Rs is the transistor resistance when Vps=Vss=Vpp (see Fig. 4.3).

The effective linear resistance can be expressed as

Ry _3Ua+1) (1=vp)?

n= :
Ry 320n2 (3/4-v;)" =(1/2-v;)7"!

(4.5)

where vy is Vrg/Vpp. The detailed derivation of (4.5) can be found in Appendix B. In

order to give insight into the parametric dependence of 77, the simpler formula is proposed

as
p=Ro_ RN aae1se, (46)

This expression acts as a bridge between the effective transistor resistance and device
characteristics. In Fig. 4.4, the SPICE simulation results are compared with (4.6).

Different technology models and various interconnect width and height are used for this
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Fig. 44  Ry/Rsand 17 dependence on vy

simulation and the validity of (4.6) is confirmed. Fig. 4.5 shows the optimum delay
comparison between the proposed method where the effective linear resistance (Ry) is used
and the conventional method in [4] where the linear resistance is chosen as the R;
(=1/(maximum drain conductance) as is shown in Fig. 4.3). The discrepancy between the
delay simulated by SPICE with real buffers and a distributed RC line and the calculated
delay with the effective linear resistance (Rj) is within 3%. On the other hand, the
discrepancy between SPICE simulated delay and the delay calculated with the
conventional R; is more than 30%. On the other hand, the discrepancy in power between

these methods is within 6% (see Fig. 4.6). The optimum buffer size (hopr) 1s proportional
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Fig. 4.6  Power comparison between Ry and R;

to /R, and the optimum number of buffers (hopr) is proportional to 1//R,. This is

why the total power with buffers, which is the function of &ppr “kopr, is unchanged even if

the effective linear resistance is changed.
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Fig. 4.7  Microphotograph of test chip fabricated by 0.25um PD-SOI process
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Fig. 4.8  Drain current comparison between SPICE model and measured data

Then, in order to confirm the validity of the proposed formulas for sopr, kopr and t,0pr,
theoretical calculations and SPICE results are compared. The model parameter set for
SPICE simulation and for proposed formulas are extracted from measured data with
0.25um PD-SOI technology whose test chip is shown in Fig. 4.7. The SPICE model
agrees well with the measured results as in Fig. 4.8. Fig. 4.9 shows the hopr, kopr and
tiopr comparison between rigorous optimization results with SPICE and the calculated
results. Fig. 4.10 shows the power dependence on the Cj;/Cy. When the junction

capacitance is negligible, both the optimum delay and the power with buffers are
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Fig. 4.10 Power dependence on C,/Cy

suppressed by 15% compared with the MOSFET with C,=Cj. It is shown from (4.2),
(4.3) and (4.4) that the 15% reduction on power and delay is independent from the

technology node.

4.2.2 Interconnect Delay and Power Comparison Between Bulk and SOI

Technology

Extending the analysis, the optimum interconnect delay comparison among bulk,
PD-SOI, FD-SOI and double-gate structure [5] is discussed using the simple model. The
characteristics of these models are listed in Table 4.1. We set the leakage current of
these structures equal to make the comparison fair. Then, V7 of FD-SOI and double-gate
can be lowered since the S-factor is smaller than other structures. C)/Cy and Vry/Vpp are
the measured data of five different technologies. C,y/Cy of conventional bulk process are

0.7001.3.  This value does not change drastically over generations.
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Table 4.1 Bulk and SOI structure

Co/Co VulVop
Bulk 0.92 0.18
PD-SOI 0.13 0.18
(body contact)
PD-SOI 0.13 0.18 Loy % 1.15 (kink)
(floating)
FD-SOI 0.13 0.13 S$S=60mV/decade
Double-gate [5] 0.13 0.13 S=60mV/decade
IonX2 , Cox2
Bulk

PD-SOI
(floating)

FD-SOI
(S=60mV/dec)

Double gate
(S=60mV/dec)

0 02 04 06 08 1
Normalized optimum delay (Bulk = 1)

Fig. 4.11 Delay comparison between bulk and SOI

The calculated results are shown in Fig. 4.11. PD-SOI with body contact is 12% faster
than bulk CMOS technology due to the small junction capacitance. It is often discussed
that SOI technology does not give speed and power improvement over bulk CMOS
technology in deep submicron designs, since speed and power are determined by

interconnects and SOI technology does not change interconnect layers. It is not
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necessarily true because deep submicron interconnect systems need relatively large buffers
and due to the improvement through buffers, SOI technology still enjoys advantage over
bulk CMOS. The delay can be further decreased by using PD-SOI with a floating body
or FD-SOI since the drain current is enhanced by the kink effect and the lower threshold
voltage. If lower C; is achievable with bulk CMOS technology, the bulk technology

approaches SOI results.

In the optimally buffered interconnect, the power dissipation increases due to the buffers.
Here, the trade-off between power and delay is discussed. Let us introduce the parameter,
p, which is the ratio of the total power (buffers and interconnect), Proz4, to the power

consumed by pure interconnect, Pyr.

_ Prorar _ Cinr +#h(Cy +C o) (47)
Pinr Civr

p

If p is fixed, the optimum buffer size, 4, the number of the sections, &, and the delay, ¢,

can be expressed as follows.
h _ [p(p=1)p,Cy
hopr Cp
k_ |\p-1)Cp (4.8)
korr ' pPiCo

td - 1 pCP
Lot \/P_1 + \/P—z (p-1)c,
where
Cp = pi(Co +Co)+ p2Co(p-1) (4.9)

The delay dependence on the total power is calculated using the proposed formulas. The
result is shown in Fig. 4.12. It can be seen from the figure that the power can be reduced

by 20% if delay is allowed to increase by 5%.
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4.3 Two Schemes to Reduce Interconnect Delay in Bi-Directional and

Uni-Directional Buses

4.3.1 Dual-Rail Bus (DRB) for Bi-Directional Buses

Fig. 4.13 shows the schematic of the proposed dual-rail bus (DRB) scheme. This
dual-rail bus consists of two buffered interconnects per bit, one of which is right-oriented
and the other is left-oriented. When a certain I/O (I/O1) is output-enabled for a bus, the
buffer Bl and B2 are forced to Hi-Z to get rid of the driving conflict between D1-B1 and
D2-B2. It should be noted that all nodes before B1 and B2 are kept '0'.  This is what the
driving node does. At all other receiving nodes, the valid signal is constructed by 'OR'ing
the signals of the right-oriented line and the left-oriented line. This is because one of the
two lines carries a valid signal and the other line carries '0' at all location. The advantage
of the proposed scheme is that there is no need for each tri-state buffer on the bus to know
the direction from which the input comes. Another advantage is that the delay variation
caused by the coupling capacitance among lines does not occur since the left-oriented line
and the right-oriented line are placed alternately. Thus, there is no chance that the
adjacent lines change state at the same time. If the bus is to be branched, the circuit
shown in Fig. 4.14 should be used. The operation diagram of the branch circuit is shown
in Fig. 4.15. In order to operate the dual-rail bus scheme properly, it is necessary to keep
the principle that one of the two lines carries a valid signal and the other line carries ‘0’ at

all locations. By using the branch circuit, the principle can be kept at all times.

Some may think about a ring-structured bus by shorting right-oriented line and
left-oriented line at both ends. The ring-structured bus, however, is slow because in the

worst-case, the signal should travel twice as long as the length of the bus.
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Fig. 4.13 Schematic diagram of dual-rail bus scheme
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branch circuit

Fig. 4.14 Branch circuit for dual-rail bus
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Fig. 4.15 Operation of branch circuit
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In order to show the effectiveness of the proposed scheme, the noise resiliency of the

proposed scheme and the previously published schemes is compared.

Some high-speed bus schemes have previously published for bi-directional buses. One
is transient sensitive accelerator, which is called TSA [7]. The schematic of TSA is
shown in Fig. 4.16(a). TSA consists of a transient sensitive trigger circuit, an accelerator
and a clamp circuit. When signal voltage starts to change, the transient sensitive trigger
circuit senses the signal transition. Then, the accelerator circuit is turned on, whose
output driver is large. Thus, the transition of the bus is accelerated. In a steady state, the
output of the accelerator circuit becomes high-impedance, and the clump circuit is
activated. The clump circuit is used to hold the bus voltage. In order to avoid the
conflict between the output of the clump circuit and the bus input, large-sized transistors
cannot be used for the clump circuit. Consequently, in a steady state the bus lines are

connected to ‘0’ or ‘1’ only weakly.

Another scheme is CRF [8], which stands for complimentary regenerative feed back
repeater. The schematic of the CRF scheme is shown in Fig. 4.16(b). Like the TSA
scheme, the CRF circuit senses the transition of the bus voltage first. Then the driver
circuit is turned on for the duration of a predetermined delay tg. In a steady state, the
output of the CRF circuit is not actively driven since the driver is in a high impedance state.
Therefore, the CRF scheme is the same as the TSA scheme in that the line is connected to

‘0’ or ‘1’ only weakly in a steady state.

Fig. 4.17 shows noise resiliency of the proposed DRB scheme and the previously
published schemes. Since the ratio of the coupling capacitance to the grounding
capacitance (C¢/Cg) is now about 1.5 but will be increasing more than 3 in the future.
This means that the noise induced by the coupling becomes larger. In the DRB, the noise
resiliency is high because the line sections are shunted to '0' or '1' at each section. Other
schemes, however, has smaller noise resiliency because the line is not shunted to '0' or '1" at

each section. When coupling noise is applied, a victim line which wants to be static at '0'
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Fig. 4.16 Conventional bi-directional buffers
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Fig. 4.17 Noise resiliency comparison among dual-rail bus scheme (DRB), transient
sensitive accelerator (TSA) and self-timed complementary regenerative

feedback repeater (CRF)

flips its state to 'l' and flips back to '0' after a while. The transition takes several ns,

which is too slow to take it as a glitch and error occurs in other schemes.

4.3.2 Staggered Firing Bus (SFB) Scheme for Uni-Directional Buses

Fig. 4.18 shows the delay fluctuation by the behavior of adjacent lines in capacitively
coupled buses. Capacitive coupling induces the delay fluctuation when the adjacent lines
are switching simultaneously. Even if the buffers are inserted to minimize the
interconnect delay, the worst-case delay increase more than 30% compared with the
normal case delay. In order to decrease the worst-case bus delay, staggered firing bus

(SFB) scheme is effective.

The schematic of the SFB scheme is shown in Fig. 4.19. The interconnects are driven
at a different timing by applying additional delay (firing delay) at alternate lines. The

firing delay can be tuned by a couple of ways, two of which are depicted in the figure.
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Fig. 4.18 Delay fluctuation by capacitive coupling

Fig. 4.19(a) is a tunable delay buffer which can generate the delay using two reference
signals, Vggpy and Vegpp.  Fig. 4.19(b) is another delay buffer which can adjust the firing

delay by varying inverter stages.

The detailed operation of the staggered firing bus scheme is shown in Fig. 4.20. Here,
we assume that the out-phase signals are applied simultaneously at the driving point.
When the transition edge of the victim signals arrive at the first region, the transition edge
of the aggressor signals have already passed through the same region due to the firing
delay. Then, the victim lines do not slow down since the adjacent aggressor lines do not
change when the victim lines are in transition. Similarly, the aggressor lines do not slow
down since the transition edge of the victim signals have not yet arrived. Using the
staggered firing bus scheme, the worst-case bus delay can be improved since the out-phase
signals do not interfere each other. If the firing delay is too large, however, the firing
delay itself increases the worst-case delay of the system. There is the optimum delay in

the staggered firing, which is to be realized by the above-mentioned tunable delay buffer.
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The staggered firing is not necessary for the DRB, since the left-oriented line and the
right-oriented line are placed alternately and there is no chance for the adjacent signal to be

out-phase.

4.3.3 Measurement Results

Experimental circuits of the proposed schemes are fabricated using 0.6um CMOS
technology. A microphotograph of the test chip is shown in Fig. 4.21(a). The bus lines
are 60mm in length and the 8 buffers are inserted. The other experimental circuits of the
proposed schemes are fabricated using 0.13pm CMOS technology. Fig. 4.21(b) shows
the microphotograph of the test chip. The bus lines are 10mm in length. 5 buffers are
inserted for the dual-rail bus scheme and 11 buffers are inserted for the staggered firing bus

scheme.

Fig. 4.22 shows the measurement results for the bi-directional bus delay. With 0.6um
CMOS process, the interconnect delay of the proposed scheme is 31% faster than that of
the conventional bi-directional buses where no buffers are inserted. With 0.13um process,
44% delay reduction can be achieved by using the proposed dual-rail bus scheme. It is to
be noted that two lines are used per bit in the proposed scheme while a single line is used
per bit in the conventional bi-directional buses. In order to make the comparison fair, the

line width and spacing are doubled for the conventional buses.

Fig. 4.23 shows measured results for the staggered firing bus. The firing delay is zero if
the staggered firing buffer is not used. The delay shows the minimum when the firing
delay is about 1ns in 0.6pum process and about 0.1ns in 0.13pum process. If the firing
delay is smaller than the optimum value, the delay is increased by the capacitive coupling.
If the firing delay is larger than the optimum value, the firing delay itself delays the signal

propagation.
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Fig. 4.22 Measurement result of bi-directional buses
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4.3.4 Future Trend

Since the measurement was carried out not with deep submicron interconnects and the
real advantage of the proposed schemes increases as design rules scales down, the SPICE

simulation is conducted to estimate the future benefit of the proposed schemes

Fig. 4.24 is the SPICE simulation results for the dual-rail bus scheme. The interconnect
parameters are taken from the ITRS[6]. The length of the lines is assumed to be twice as
long as a chip size. As is mentioned in 4.3.3, to make the comparison fair, the line width
and spacing are assumed to be doubled for the conventional cases where no buffers are
inserted and a single line is used per bit. As seen from Fig. 4.24, global interconnects can
benefit from the use of the proposed scheme. When 0.07pm design rule is used, the delay

is improved by an order of magnitude.

Fig. 4.25 shows the future perspective of the effectiveness of the staggered firing bus
scheme. As seen from this figure, the proposed scheme can suppress the delay by about

20% at 0.18um generation and beyond.
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4.4 Summary

In Section 4.2, closed-form formulas for optimum buffer insertion where the junction
capacitance is taken into account are proposed. In order to use the derived formulas, we
clarified an appropriate choice of the effective linear resistance of the driving transistor

when the buffers are inserted so as to minimize the interconnect delay.

Using these formulas, the optimum interconnect delay comparison among bulk, PD-SOI,
FD-SOI and double-gate structure is discussed. If the junction capacitance can be
negligible, the optimum interconnect delay is 15% smaller than the delay when C;=C.
MOSFET with small junction capacitance, like SOI, can suppress the interconnect delay
and power by 15% compared with MOSFET with Cj;=Cy, like conventional bulk
MOSFET.

In Section 4.3, a new buffer insertion scheme for bi-directional buses, namely dual-rail
bus (DRB) scheme, which does not have noise problems, and a high-speed buffer insertion
scheme for uni-directional buses, namely staggered firing bus (SFB) scheme, are proposed
and measured. When 0.07um design rule is used, DRB scheme can improve the
performance of bi-directional buses by an order of magnitude and SFB scheme can
suppress the delay of uni-directional buses by about 20% at 0.18um generation and

beyond.

It can be seen from Fig. 4.12 that the power can be reduced by 30% if the total delay is
allowed to increase by 20%. Therefore, if SFB scheme is used instead of conventional
uni-directional buses, 30% power reduction can be achieved while the performance of SFB

is the same as that of conventional buses.

102



Appendix B. Deviation of Effective Linear Resistance

In order to derive Ry, one section of buffered interconnect is approximated by one-step Tt
RC circuit connected to Ry [4], depicted in Fig. 4.26. R; and C; are the interconnect
resistance and interconnect capacitance of one section, respectively. Cy is the sum of C;
and Cy/2 and Coyr is the sum of Cg (input gate capacitance) and Cy/2. The expression for
Ry is calculated first assuming the following points and then evaluated using rigorous

simulations.
(a) Fanout is set to 1, since sections are repeated.
(b) Vyand Voyr are start to fall at 7/2 simultaneously as in Fig. 4.2.
(c) The time constant of Vour (Tour) 1s twice as large as that of Vy (Ty), as in Fig. 4.2.
(d) Cx=Cour

Tour and Ty are described as

Ty =Ry(Cxy +Coyr) (B.1)

Tour =Ro(Cx +Couyr) + R Cour

B.2
o, (B2)
Vx is expressed as the function of .
_t
Vy =Vppl1—e ™ (B.3)

Vx is Vpp at T/2 and falls to Vpp/2 at 37/4 as is shown in Fig. 4.2. Then, T can be
derived by (B.3).
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=2 (B4)
L T= (41[12) mO(CX +COUT) = (411’12) D@OC

where C=(Cx+Cour).
The total charge which is discharged at 7/2[B7/4 is written as

From the point of view of the drain current formula which can be expressed as

1=BVes =V, (B.6)

the total charge supplied from the input buffer between 7/2 and 37/2 (4Q) can be

expressed as
3T/4 o
0= " BVs ~Vn)"dr

=j BVss V)" B—dVss (B.7)
Vpp/2 Vpp

a a+l a+l
a+l1 4 2
where \ % VTH/ VDD-

Rs, which is the transistor resistance when Vps=Vss=Vpp, can be expressed as

Voo 1

Rs = a a-1 a
BVpp Vi)~ BVpp (1=vr)

(B.8)

Substituting (B.4), (B.5) and (B.8) into (B.7), following equation can be derived.
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TV | 3 o a+l
N RS
Q Rs (a+1)(1—vT)”{4 T ) T

_ & 1 é_ a+1_(l_ JO’H
(Rs m41nz)CVDD]D(a+1)(1—vT)" {[4 vTj 2 7 (52)

3
=-CV,
g /DD

From (B.9), the effective linear resistance can be solved as the function of Rs.

R_O:3maf+1)l:| (1=vp)?
Ry 32002 (3/4-v,)7 —(1/2-v,)7"!

n= (B.10)
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Chapter 5. Hardware-Software Cooperative Systems for
Low-Power Processors

5.1 Introduction

High-performance VLSI design with low supply voltage (¥pp) becomes one of the most
important issues in CMOS VLSI's, since main-stream Vpp will be scaled down to below
0.5V in the coming years. The power and the delay dependence on the threshold voltage
at 0.5V Vpp are shown in Fig. 5.1. As seen from the figure, the threshold voltage (V)
has to be decreased to achieve high performance. Reducing V7, however, could cause a
significant increase in the static leakage power component. Especially, when the
threshold voltage is lower than 0.1V, the leakage power becomes a dominant component in
the total power consumption even in the active mode. In order to suppress the power
consumption in low-voltage processors, it is necessary to reduce the leakage power

component in the active mode.

Table 5.1 and Fig. 5.2 shows the power reduction techniques. Dual-Vpp [1] and
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Fig. 5.1  Power and delay dependence on threshold voltage (V7x)

Vpp-hopping [2] mainly reduce the dynamic power and not the leakage power. Boosted
gate MOS [3], MTCMOS [4] and VTCMOS [5] reduce the stand-by leakage power and
not the power in the active mode. Thus, these schemes cannot suppress the leakage
power in the active mode, which becomes the dominant component in total power
consumption in low-voltage processors. Another approach is dual-Vpy [6]. In dual-Vy
technique, logic gates are partitioned into critical and non-critical paths, and low-Vry
transistors are only used for the logic gates in the critical paths. The drawback of
dual-Vry is that the leakage current cannot be sufficiently suppressed since the large
leakage current always flows through the low-Vyy transistors. In order to suppress the
active leakage power in a single-Vry design, a stacked MOS [7] has been proposed. Fig.

5.3 is a diagram of the stacked MOS. The intermediate node voltage approaches Viyr

109



Table

5.1 Power reduction techniques

Target |Dynamic Active leakage |Stand-by
leakage
Dual-Vpp Dual-Vq MTCMOS
Vpp-hopping | Vy-hopping BG-MOS
DIBL-hopping VTCMOS

Software-hardware cooperation

—'Low-V, (active)

—

High-V;, (standby)

VDD
VDD
Low-V.,
logic
GNDVW-
_| <High-VT,_I (MTCMOS) GND
Thick Ty, (BGMOS)
GND VNN —————

(@)

Fig. 52 (a) MTCMOS [4] and BGMOS [3]

(b)

(b) VTCMOS [5]

such that the leakage currents in the upper and lower transistors are equal. In this case,

the leakage current of the upper transistor decreases compared with the single off device

due to the negative gate-source voltage (=Vyr).

On the other hand, the leakage current

of the lower transistor also decreases since lower drain-source voltage alleviates the DIBL

effect [8]. The disadvantage of this scheme is that the gate delay with the stacked MOS

increases more than three times, although the leakage power can be suppressed about one
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order of magnitude. The trade-off between delay and leakage power is similar to the
dual-Vry scheme. Then, the leakage power cannot be suppressed sufficiently since the

stacked MOS scheme can be used only for the non-critical paths.

Section 5.2 presents a dynamic threshold voltage hopping (Vru-hopping) scheme that
can solve above-mentioned problems. This scheme utilizes dynamic adjustment of
frequency and Vyy through back-gate bias control depending on the workload of a
processor. When the workload is decreased, less power would be consumed by
increasing Vyy.  This approach is similar to the dynamic Vpp scaling (DVS) [8]. In the
DVS scheme, Vpp and the frequency are controlled dynamically based on the workload
variation. The DVS, however, is effective when the dynamic power is dominant. On
the other hand, Vry-hopping is effective in the low Vpp designs where Vyy is low and the

active leakage component is dominant in total power consumption.

As another scheme to control the active leakage power, DIBL-hopping scheme is

proposed in Section 5.3. This scheme utilizes dynamic adjustment of frequency and Vry
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through Vpp control depending on a workload of a processor. FV7y can be changed by
controlling Vpp due to the DIBL (Drain Induced Barrier Lowering) effect. When the
workload is decreased, less power would be consumed by lowering Vpp. The Vpp control
scheme is the same as the Vpp-hopping scheme [2]. The target of Vpp-hopping, however,
is the reduction only in the dynamic power. On the other hand, DIBL-hopping has aimed
at not only the reduction in the dynamic power but also the reduction in the active leakage
power. Then, the DIBL-hopping scheme is effective in low-voltage processors where

both the dynamic power and the leakage power has to be decreased.
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5.2  Vig-Hopping Scheme to Reduce Subthreshold Leakage

5.2.1 Vig-Hopping Scheme

Fig. 5.4 shows the total power consumption depending on the workload. Vzgiow
signifies Vyy applied when the workload is maximum. The dynamic power (Pp) and

subthreshold leakage power (Pz4x) are written as
PD:afCVl%D, (51)

V.
Prpag =1o00 5 Ipp, (5.2)
where a is the switching activity, f'is the operation frequency, C is the load capacitance, /
is the leakage current when V7;=0 and S is the subthreshold slope factor. Figure 3 is

calculated from these formulas.

The broken line represents a fixed Vyy case with only a frequency control. If the
workload is less than the peak workload, frequency can be decreased to the level where the
speed requirement is just satisfied. The dynamic power consumption decreases in
proportion to the workload, since the dynamic power is proportional to the frequency (see
(5.1)). The leakage power, however, is not reduced since it does not depend on the
frequency, as is seen from (5.2). The straight line in the figure shows the power
dependency of the variable Vg system on the workload. When the workload is lower
than the maximum workload (i.e. workload<1), the higher threshold voltage can be used
while guaranteeing the logic blocks to work with the lower frequency. As is shown in Fig.

5.4, it is clear that the total power is decreased effectively with dynamic V75 control
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depending on the workload. This sets the basis for the Vry-hopping.

The schematic diagram of the Vrg-hopping scheme is shown in Fig. 5.5. Using the
control signal (CONT) which is sent from the processor, the power control block generates
select signals of Vry's, VTHlow_Enable and VTHhigh_Enable, which in turn control
substrate bias for the processor. When the V7y controller asserts VT Hlow_Enable, Vg in
the target processor becomes Vrym,y. On the other hand, when the V7y controller asserts
VTHhigh_Enable, V'7y in the target processor becomes Vrppign. CONT 1is controlled by
software through a software feedback loop scheme [2], which has been proposed for
dynamic Vpp scaling (DVS) but is also effective for Vyg-hopping. The software
feedback scheme can guarantee hard real-time for multimedia applications with the DVS
and the same algorithm guarantees the real-time operation with Vyg-hopping, since

software-wise, the DVS and Vry-hopping are the same.
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Fig. 5.5 Schematic diagram of Vry-hopping

CONT also controls the operation frequency of the target processor. When the Vg
controller asserts VTHlow_Enable, the frequency controller generates fc;x, and when the
Vru controller asserts VTHhigh_Enable, the frequency controller generates fcix/2. If
necessary, the power control block can be extended so that more than two sets of frequency
and threshold voltage can be generated. In order to avoid the synchronization problem at

the interface of the processor with the external systems, the frequency has only discrete

values OffCLK,fCLK/Z,fCLK/3,DE

Vimiow 18 determined so that the maximum performance of the processor achieves the
required clock frequency of fcrx. On the other hand, Vrmuign 1s determined so that the

processor operates at fcx/2.

Fig. 5.6 shows the power and the performance dependence on the back-gate bias (Vps).
The back-gate bias for Vry-hopping is not only limited to negative value but also can be
positive. The negative back-gate biasing is effective in the low-V7y design in which the

active leakage power is dominant. Using the negative back-gate biasing, the active
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leakage power can be suppressed effectively. It is suspected, however, that the strong
negative biasing may be difficult in the future since the strong negative biasing enhances a
short-channel effect and the band-to-band tunneling, which is called BTBT and induces
leakage [10][11]. In order to improve the effect of Vry-hopping, a positive and negative
combined back-gate bias scheme would be ideal. The lowest V7 is achieved by positive
back-gate bias and the highest Vg is obtained by negative back-gate bias. Compared
with the negative back-gate bias scheme, the effect of Vry-hopping with the positive and
negative combined back-bias scheme is improved since the wider range of the threshold

voltage can be realized when the negative back-gate bias is limited.
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The algorithm to adaptively change V7y depending on the workload is of importance.
Since the workload strongly depends on data, the control should be dynamic in real-time,
and should not be static at compile time. On the other hand, it is impossible to predict the

workload of the task to be done in the future without error.

In order to solve this problem, the algorithm with software feedback loop, which is
shown in Fig. 5.7, is used for Vrg-hopping. Most real-time applications have a given
time interval in which a certain amount of tasks should be executed. For example,
real-time MPEG4 application performs video coding at 15 frames per second. This time

interval is called a sync frame (7sr). Here, the following algorithm is used to guarantee
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the real time execution.

(a) Every sync frame is divided into N slices called timeslots. The frequency and the

threshold voltage of the target processor are determined for each timeslot.

(b) For each timeslot, target execution time, 7T74g, is calculated. The execution time
accumulated from 1* to (i—l)th timeslots, T¢;, can be taken from the internal timer in
the power control chip. The target execution time for timeslot i, T74z;, is calculated
as Trur=Tr-Tci-Trp, where Trp is the transition delay to change a clock frequency

and threshold voltage and T, is execution time limit of the timeslot .

(c) For each clock frequency (fcix/j, j=1,2,3,...), estimated worst case execution time
(WCET) is calculated as T;=Ty;%j. Tw 1s the worst case execution time of timeslot i.
There is no transition delay (77p) if the clock frequency is the same as the clock
frequency used in the previous timeslot. On the other hand, if the frequency is not

equal to the previous clock frequency, 7=1;+T7p.

(d) The clock frequency is determined as a minimum frequency whose estimated worst

case execution time does not exceed the target time (774z:).

Thus, the frequency and V7 are dynamically controlled on a timeslot-by-timeslot basis

inside each task by software.

This algorithm is based on the concept of the run-time voltage hopping scheme [2].
The algorithm can be applied to such real-time applications whose WCET (worst case
execution time) is known for example, MPEG2 and VSELP speech encoding. In [2],
three typical real-time applications such as MPEG4 video encoding, MPEG2 video
decoding and VSELP speech encoding were simulated and the effectiveness of the scheme
has been verified. As for robustness, this algorithm guarantees the hard real-time
execution of an application if a processor can execute the application in real-time with the

constant higher frequency.
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5.2.2 Simulation Results of MPEG4 Encoding using Vg-Hopping

In order to show the effectiveness of the scheme, performance evaluation is conducted

using MPEG-4 video coding.

Fig. 5.8 shows a simulation result of power transition in time for MPEG4 encoding case
using Vrg-hopping. In this simulation, the transition delay (77p) is set to 0.5ms. If more
than two clock levels, hence more than two Vry levels, are provided, more power reduction
is possible but the improvement is minor (only 6%) as is shown in the figure. Moreover,
if more levels are provided, there are test issues since speed test should be run at more than
two frequencies and more area overhead is needed for the control block and selectors, and
controlling Vry through Vs becomes difficult since the negative back-gate bias for fo x/3
and slower is higher than 1V where the short-channel effects and the band-to-band
tunneling are enhanced. This is why the number of Vyy levels is limited to two. Only
two levels, that is, fcrx and fcix/2, are sufficient, meaning that the proposed scheme is

simple, in both software and hardware.

It is seen from Fig. 5.9 that fc;x is used only 6% of the time while the processor is run at
ferk/2 for 94% of the time. fcx is still needed because the processor will run at fc ¢ for
100% of the time when the worst-case data comes, which is very unlikely and for most of
the time, the workload is about a half on average. This tendency holds for other

applications such as MPEG2 decoding and VSELP voice codec.

Fig. 5.10 shows the simulation result of a power comparison among fixed single Vs,
dual-Vrty and Vrg-hopping cases for MPEG4 encoding. The dual-Vry [6] can reduce the
power only to 65% of the fixed single V7y case since the leakage power of the low-Vy
gates cannot be suppressed. Vyy-hopping can reduce the power to 18% of fixed low-Vy

circuit and 27% of the dual-Vry scheme in 0.5V Vpp regime.  Thus, Vg-hopping is
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Fig. 5.10 Power comparison among single fixed Vry, dual-Vy and Vrg-hopping

effective in the low supply voltage design where the threshold voltage is low and the active

leakage component is dominant in total power consumption.

In order to suppress the leakage power further, combining the Vry-hopping scheme and
the dual-Vrty scheme could be useful. Fig. 5.11 shows the schematic of this scheme. In
this scheme, Vry-hopping is used only in the critical paths. On the other hand, V7 of the
non-critical gates is set to considerably higher value (V7uuon_crir), Which is not changed for

all the time.

As shown in Fig. 5.10, however, the above mentioned combination scheme hardly
improves the power (only 9%) compared with the Vg-hopping scheme. The reason is
that the difference between the leakage power in the critical paths and the leakage power in
the non-critical paths is small since the leakage power in the critical paths has already been
suppressed by using Vrg-hopping. Therefore, it can be said that the scheme using only

Vru-hopping is the most effective.
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5.2.3 Measurement of RISC Processor with Vg-hopping

As is mentioned in Section 3, the negative back-gate bias scheme and positive and
negative back-gate bias scheme are effective in the low-V7y design where the active
leakage power is dominant. The negative back-gate biasing, however, has little effect on
the total power in the conventional high threshold voltage designs where the active leakage
power is much smaller than the dynamic power. On the other hand, the positive
back-gate bias scheme is compatible with the conventional high threshold voltage design.
The performance of the processor can be improved since lower threshold voltage can be
achieved by positive back-gate biasing [12]. The drawback of this scheme is the forward
junction leakage current, which occurs between drain and back-gate, increases

exponentially.

In order to suppress the forward junction leakage current, combining Vry-hopping and
the positive back-gate bias is effective. For example, the low threshold voltage (V7o) 18
realized by positive back-gate bias to improve the performance and the high threshold

voltage (Vrunign) 1s achieved by zero back-gate bias to suppress the leakage power.

A small scale RISC processor with Vry-hopping capability and the positive back-gate
bias scheme is fabricated in a 0.6um CMOS technology. The area overhead of the
Vrg-hopping scheme is 14 %. This includes the additional Vgsp and Vpsy lines in the
standard cell area and the area of Vgg selector. A microphotograph of the RISC processor
appears in Fig. 5.12. The size of RISC core is 2.1 mm X 2.0 mm and the size of the Vg

selector 1s 0.2mm % 0.6mm.

In normal standard cells, the n-well bias voltage and the p-well bias voltage are fixed at
Vpp and ground respectively, since the well contacts and substrate contacts are connected

to the Vpp and ground lines. In order to design a processor with Vry-hopping, it is
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Fig. 5.12 Microphotograph of RISC processor

necessary that the n-well bias and the p-well bias can be changed freely. In this study, a
simple yet effective design methodology for the Vry-hopping is adopted using the
commercially available CAD tools [13][14] and normal standard cells. Fig. 5.13 shows
the detailed process of the place and route (P&R) [13] for Vyy-hopping, which is

summarized as follows.

Place and route is executed using the conventional standard cells. In order to add metal
lines for Visp and Visy, the standard cells are placed at appropriate intervals, which can be

done by using the conventional place and route tool with an appropriate parameter.

(a) Well contacts located on the Vpp line and well contacts (or substrate contacts) located

on the ground line are removed by using SKILL script [14].

(b) The n-well pattern, p-well pattern, Vpsp lines, Vpsy lines and well/substrate contacts

are added to the gap between the standard cells.

(c) The advantage of this technique is the standard cells need not be modified at all. If

the standard cells can be modified, the areca overhead could be reduced to 9%.
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Fig. 5.13 Place and route using conventional standard cells
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Fig. 5.14 shows the measurement results and SPICE simulation results of the RISC
processor using simple hand-coded programs. Vg is the positive back-gate bias voltage
and AV is the peak-to-peak Vpy variation which is set to 0.1V (26% of Vpp). The
variation of Vg includes process variation, temperature variation and noise of Vpsy and
Vpsp lines. We assumed that the lowest positive back-gate bias is 0.6V and the highest
positive back-gate bias is 0.7V. When the positive back-gate bias is asserted, the worst
delay occurs at the lowest V. The delay improves 29% at 0.9V Vpp with 0.6V Ve, On
the other hand, the worst-case leakage power occurs at the highest back-gate bias voltage,
which is 0.7V in this case. The leakage power increases exponentially when Vg is
higher than 0.6V due to the forward junction leakage. If zero back-gate bias is applied,
91% power reduction can be achieved compared with the fixed 0.7V positive back-gate

bias scheme.

In order to verify the effectiveness of Vry-hopping with positive back-gate bias scheme,
MPEG4 encoding is simulated based on the measured data. The simulation result shows
that 86% power saving can be achieved by using Vry-hopping compared with the fixed

positive back-gate bias scheme.
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5.3 DIBL-Hopping Scheme

5.3.1 Schematic of DIBL-Hopping

Fig. 5.15 shows the schematic of the potential barrier diagram versus lateral distance
from the source to the drain. The gate voltage is assumed to be 0. In short-channel
MOSFET, the potential barrier between drain and source decrease since the source and
drain field lengthen into the middle of the channel. This causes the increase of the
subthreshold leakage current. When a high drain voltage is applied to the short-channel
MOSFET, the subthreshold leakage current increases further since the barrier between
drain and source is more lowered (Fig. 5.15(b)). This effect is called drain induced

barrier lowering (DIBL) [8].

Conversely, the subthreshold leakage current can be suppressed if the drain voltage, that

is, the supply voltage is lowered.

Fig. 5.16 shows the total power consumption depending on a workload. The straight
line represents a fixed Vpp case with only a frequency control. If the workload is less
than the peak workload, frequency can be decreased to the level where the speed
requirement is just satisfied. The dynamic power consumption decreases in proportion to
the workload, since the dynamic power is proportional to the frequency. The leakage
power, however, is not reduced since it does not depend on the frequency. The broken
line in the figure shows the power dependency of the variable Vpp system on the workload.
When the workload is lower than the maximum workload (i.e. workload<1), lower Vpp can
be used while guaranteeing the logic blocks to work with the lower frequency. It is clear
that the total power is decreased effectively with dynamic Vpp control depending on the

workload. This sets the basis for the DIBL-hopping.
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Fig. 5.17 shows a schematic of the DIBL-hopping. The higher supply voltage, Vppy, 1s

asserted while the processor is run at a maximum frequency, fczx. On the other hand,

when the half of the maximum frequency, fc1x/2, is assigned, the supply voltage is lowered

to Vppr. The power reduction can be achieved by following effects.
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Fig. 5.17 Schematic of DIBL-hopping

(1) The dynamic power is suppressed due to the lowered frequency (fcrx — forx/2) and

the lowered supply voltage (Vppr— Vppr).

(2)  The subthreshold leakage current decreases since the DIBL effect is alleviated and

the leakage power is reduced by lowering Vpp.

(3) The gate tunnel leakage [15], which is occurred by the thin gate electrode, is

reduced since the gate voltage is lowered.

The algorithm to adaptively change Vpp depending on the workload is of importance.
In DIBL-hopping, Vpp is controlled by software through a run-time voltage hopping
scheme [2]. This algorithm is used in Vyy-hopping scheme (see Section 5.2.1). The
run-time voltage hopping scheme can guarantee hard real-time for multimedia applications
with the Vpp-hopping and the same algorithm guarantees the real-time operation with

DIBL-hopping, since software-wise, the Vry-hopping and DIBL-hopping are the same.
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5.3.2 Simulation Results of DIBL-Hopping

In order to confirm the effectiveness of the DIBL-hopping scheme, the SPICE simulation
is evaluated. The MOSFET model for the SPICE simulation is used the predictive
technology model (PTM) [16] which is provided by the device group at the U. C. Berkeley.
The higher supply voltage, Vppm, is set to the value listed in ITRS (International
Technology Roadmap for Semiconductors) [17]. Table 5.2 shows the main parameters
which are extracted from the characteristics of PTM and ITRS. The accurate relation
between Vyy and Vpp is complicated, but in the SPICE models, the relation is simply

expressed as [18]

Ay =AWV b =AVppr VL) » (5.3)

where A is called a DIBL factor.

Fig. 5.18 shows the SPICE simulation results and the calculated results of the inverter
loop whose fanout is 1. Vpp; is determined so that the delay with Vpp; is twice as large
as the delay with Vppy. The leakage power ratio, Pratio, is the ratio of P(Vppr) (the
subthreshold leakage power when Vpp, is assigned) to P(Vppy) (the subthreshold leakage
power when Vppy is assigned). In this simulation, the gate tunnel leakage current is not
taken into account since the present BSIM3 model does not support the gate tunnel

leakage.

On the other hand, the calculated result is derived from the following simple delay and

power expressions.

Vi +4Vry
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Table 5.2 Parameter sets of PTM model

Channel length [pm] 0.18 | 0.13 | 0.10 | 0.07
Vb [V] 1.8 | 145 | 1.22 1
Vi [V] 03 | 027 | 025 | 0.2
a (@VDS=VDDH) 1.25 1.4 1.3 1.3
S-factor (mV/decade) 87 87 89 99
DIBL factor (A) 0.038 | 0.071 { 0.098 | 0.111
2
. Calculated 1 -
. OOV SPICE a
2
S =
-
(2] a
g 1 o Voou ¢ 1 i
o o
> 1 !
Pratio 104 8
v A <= z_ T ¥vo02 O
0 . M ) 0 o
0.07 0.1 0.13 0.18
Channel length [um]
Fig. 5.18 Leakage power ratio (Pratio) of DIBL-hopping
T, 0 Voo (5.5)

Vpp =V + AVy)?

From (5.3) and (5.5), the relation between Vppy and Vpp, can be expressed as

VDDL - =203 VDDH - ( 5.6 )
(VDDL - (VTH +A HVDDH - VDDL))) (VDDH - VTH)

Substituting the calculation result of Vpp; in (5.4), the leakage power ratio can be derived.
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Table 5.3 Effectiveness of DIBL-hopping with series-connected MOSFET
P(VooL)
structure| P(Vpp) | P(Vppl) | =/
DDH DDL P(Vopn)
0FF4§ 1.15e-7 | 1.86e-8 | 16.2%
OFF +
ON - 1.15e-7 | 2.00e-8 17.4%
ON + 0
OFF H 6.43e-8 | 1.38e-8 21.5%
OFF + 0
OFF H 5.93e-9 | 3.05e-9 51.4%

The simulation and calculated results show that if the supply voltage is lowered to Vpp;,
80% leakage power reduction is possible compared with the fixed Vppy scheme. The

result that the power ratio is about 0.2 does not change over generation.

It is important to discuss the effectiveness of DIBL-hopping when the DIBL-hopping is
used for more complex circuits. In the complex circuits, the effectiveness of
DIBL-hopping depends on the gate voltages of the series-connected MOSFETs. Table
5.3 shows the subthreshold leakage power dependence on the gate voltages in the
series-connected MOSFET. The 0.1pum process PTM model is used for the SPICE model.
The transistor width is set to 10pm. When two or more gates are turning off, P(Vppy) has
already suppressed sufficiently due to the stack effect [7]. This is why the effectiveness
of DIBL-hopping is diminished in the series-connected MOSFET which two or more gates
are turning off (that is, stacked MOS). The stack effect, however, does not affect the total
power since the subthreshold leakage power with stacked MOS is about one digit smaller

than that with other cases. Thus, the effectiveness of the DIBL-hopping does not change
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Fig. 5.19 Leakage power ratio comparison between inverter loop and Brent-Kung adder

drastically even in the complex circuits.

The effectiveness of DIBL-hopping with complex circuits is verified by using a 16-bit
Brent-Kung adder [19]. Vpppy is the same as Table 5.2 and Vpp, is determined so that
the delay of the critical path may double. Fig. 5.19 shows the leakage power ratio
(Pratio) comparison between the 16-bit Brent-Kung adder and inverter loop by using the
PTM models. The discrepancy of Pratio between the inverter loop and the Brent-Kung
adder is within 5%. Hence, it can be said that the effectiveness of DIBL-hopping does

not strongly depend on the complexity of the circuits.
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Fig. 5.20 Microphotograph of 16-bit Brent-Kung adder with DIBL-hopping

5.3.3 Measurement of Adder with DIBL-hopping

A 16-bit Brent-Kung adder with DIBL-hopping capability is fabricated in a 0.25um
PD-SOI (body contacted) technology. A microphotograph of the adder appears in Fig.

5.20. Low-Vry process (V75=0V) is used to measure the leakage power.

Fig. 5.21(a) shows the measured result of delay dependence on supply voltage. If Vppy
is set to 1.8V (typical value in 0.25um technology), Vpp, can be lowered to 1.0V. In
Vpp-hopping [2], the leakage current reduction by using Vpp, is not taken into
consideration. When Vpp; is asserted, 65% leakage current reduction can be achieved
compared with the fixed Vppy scheme due to the DIBL effect (see Fig. 5.21(b)). The
power dependence on supply voltage is shown in Fig. 5.21(c). If Vpp; is applied, 80%

power saving can be achieved compared with the fixed Vppy scheme.

In order to verify the effectiveness of the DIBL-hopping with real-time applications, an
MPEG4 encoding is simulated based on the measured data. The simulation result shows
that 75% power saving can be achieved by using DIBL-hopping compared with the fixed

Vppy scheme.
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5.3.4 Comparison Between DIBL-hopping and Vg-hopping

DIBL-hopping scheme utilizes dynamic adjustment of frequency and Vry through Vpp
control depending on the workload of a processor. On the other hand, Vry-hopping
scheme (Section 5.2) is proposed to suppress the active leakage power. In Vry-hopping,
Vry is controlled by the back-gate bias. If the Vy-hopping is used, however, the dynamic
power cannot be suppressed sufficiently since Vpp is constant. On the other hand, the
effectiveness of DIBL-hopping scheme is limited by the DIBL-factor and AVpp. Then,
there is a limit in the effectiveness of reduction of the active leakage power since Vzy is not
freely changed. In this section, effectiveness of the Vrg-hopping scheme and

effectiveness of the DIBL-hopping scheme are compared.

Fig. 5.22 shows the power comparison between Vryy-hopping and DIBL-hopping.
Prrax(ferx)/ Prorar(ferk) s the ratio of the active leakage power to the total power when the
maximum frequency, fCLK, 1S assigned. PTOTAL(fCLK/Z)/PTOTAL(fCLK) is the total power when

the frequency is set to fc;x/2 and normalized by Prozr(fcrk).

The result shows that Prozsi(fcrx/2) with DIBL-hopping is lower than that with
Vru-hopping if Preax(ferx)/ Promar(fork) 1s relative small.  This means that if the dynamic
power is relatively large, DIBL-hopping is more effective than Vrg-hopping since the
dynamic power can be suppressed by lowering Vpp. On the other hand, if the leakage
power is dominant, that is, if Prgsx(fcrx)/Promar(fcrk) 1s large, Vrg-hopping is more
effective since Vry with Vrg-hopping can be higher than V7y with DIBL-hopping when
forx/2 1s asserted.  The reason is that the performance degradation by the decrease of Vpp

is not occurred in Vy-hopping.

In order to suppress the active leakage power and dynamic power further, the combined
scheme between Vry-hopping and DIBL-hopping is proposed. The combined scheme

utilizes the adjustment of Vpp and V7 depending on the frequency. Lower Vpp and
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Fig. 5.22 Power comparison among Vry-hopping, DIBL-hopping and combined scheme

higher Vyy are assigned simultaneously while the processor is run at fcix/2. The

combined scheme is effective when the leakage power and dynamic power are comparable,

that is, Preak(forx)/ Promar(fork) is about 0.5.  This tendency does not change even if the

device and design parameters are changed.
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5.4 Summary

In Section 5.2, a threshold voltage hopping (Vy-hopping) scheme is proposed where the
threshold voltage, Vry, is dynamically controlled through software depending on a
workload of a processor. The Vyy-hopping scheme can achieve 82% power saving
compared with the fixed low-Vy circuits in 0.5V supply voltage regime for multimedia
applications. Vyy-hopping is effective in the low Vpp designs where V7 is low and the

active leakage component is dominant in total power consumption.

A small-scale RISC processor with Vyy-hopping and the positive back-gate biased
scheme is fabricated. The measured data shows that if zero back-gate bias is applied,
91% power reduction was possible compared with the fixed 0.7V positive back-gate bias
scheme. Based on the measured data, performance evaluation is conducted using
MPEG-4 video coding. The simulation result shows that 86% power saving can be

achieved by using Vry-hopping compared with the fixed positive back-bias scheme.

In Section 5.3, DIBL-hopping scheme is proposed to suppress the active leakage power.
The simulation results show that if the supply voltage is lowered so that the processor can
run at ferx/2, 80% leakage power reduction is possible compared with the fixed supply

voltage scheme. This result does not depend on the complexity of the circuits.

A 16-bit Brent-Kung adder with DIBL-hopping is fabricated. The measured data
shows that if supply voltage is lowered to run at the half of the maximum frequency, 80%
power reduction is possible compared with the fixed supply voltage scheme. In order to
verify the effectiveness of DIBL-hopping, MPEG-4 encoding is simulated based on the
measured data. The simulation result shows that 75% power saving can be achieved by

using DIBL-hopping compared with the fixed Vpp scheme.
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Chapter 6. Conclusion

In this thesis, low power and high-performance design methodologies for low voltage

VLSTI’s are proposed. In this chapter, the results of the thesis are summarized.

In Chapter 3, analytical formulas of the CMOS power dissipation are proposed. Using

the formulas, future trend of the optimum CMOS design is discussed.

(1) In Section 3.2, a simple and closed-form formula for the short-circuit power
dissipation is derived. ~ As a results, the importance of the short-circuit power will

not be increased (about 10%).

(2) In Section 3.3, appropriate effective gate capacitance, Cg.y; has been defined and
a method is proposed to extract the value by using SPICE. The discrepancy
between Cg.pand oxide capacitance, Coy, 1s increasing in low-voltage regime and
adopting Cg.y in accurate power and delay estimation becomes more important in

the future.

(3) Closed-form formulas for optimum Vpp and Vrzy which take the variation of Vg
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and temperature into consideration are presented for low power and high-speed
LSI’s in Section 3.4. From the calculation using these formulas, it is shown that
a simple guideline for power optimization is to set the radio of the maximum
leakage power to the total power around 30%. Extending the analysis, the future
trend in the optimum threshold voltage (V7u,p:) and the optimum supply voltage
(Vbpop:) 1s calculated using the device parameters given in the ITRS. The Vppopy
coincides with the ITRS and Vry,p.  The lowest Vg, Vigmin, 1s in the range of
0V~0.1V and the target Vyy is almost constant at 0.2V over generations. The
proposed scenario shows that more number of MOSFET is consumed in the

memory blocks than the logic blocks in the future.

In Chapter 4, new buffer insertion techniques for high-performance bus interconnects are

discussed.

(4)

)

In Section 4.2, closed-form formulas for optimum buffer insertion where the
junction capacitance effect is taken into account are proposed and an appropriate
choice of the effective constant resistance is investigated. Using these formulas,
the optimum interconnect delay and power comparison among bulk, PD-SOI,
FD-SOI, and the double-gate structure is discussed. MOSFET with small
junction capacitance, like SOI, can suppress both the optimum delay and power by
15% compared with the conventional bulk MOSFET whose junction capacitance

is assumed to be equal to the gate capacitance.

In Section 4.3, a new buffer insertion scheme for bi-directional buses, namely
dual-rail bus (DRB) scheme, which does not have noise problems, and a
high-speed buffer insertion scheme for uni-directional buses, namely staggered
firing bus (SFB) scheme, are proposed and measured. In 2008 when 0.07pum
design rule is used, DRB scheme can improve the performance of bi-directional
buses by an order of magnitude and SFB scheme can suppress the delay of

uni-directional buses by about 20% at 0.18um generation and beyond. If we use
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SFB scheme instead of conventional uni-directional buses, the 27% power
reduction can be achieved while the performance of SFB is the same as that of

conventional buses.

In order to suppress the active leakage power which becomes an crucial issue in

low-voltage processors, new hardware-software cooperative schemes are implemented in

Chapter 5.

(1

()

A threshold voltage hopping (Vru-hopping) scheme is proposed where the
threshold voltage, V7, is dynamically controlled through software depending on a
workload of a processor. The Vyy-hopping scheme can achieve 82% power
saving compared with the fixed low-V 7y circuits in 0.5V supply voltage regime for
multimedia applications. A small-scale RISC processor with Vy-hopping and the
positive back-gate biased scheme is fabricated. Based on the measured data,
performance evaluation is conducted using MPEG-4 video coding. The
simulation results shows that 86% power saving can be achieved by using

Vru-hopping compared with the fixed positive back-bias scheme.

As another method which can suppress the active power consumption dynamically,
DIBL-hopping scheme is proposed. The subthreshold leakage current can be
suppressed by lowering Vpp since Vryy increases by the DIBL (drain induced
barrier lowering) effect. An MPEG-4 encoding is simulated based on the
measured data. The result shows that the total power can be suppressed by 75%

compared with the fixed Vpp scheme.

In the combination of the proposed techniques, the following power reduction effects are

expected.

As for logic blocks, the leakage power can be suppressed by using Vrg-hopping and

DIBL-hopping. The effectiveness of these schemes is shown in Fig. 6.1(a). We

assumed that the ratio of the leakage power to the total power is 0.3 (the optimum ratio
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discussed in Section 3.4) when the fixed frequency and voltages scheme is used. The
effectiveness of Vry-hopping and DIBL-hopping are estimated from the results in Chapter
5. From the figure, the power in the logic block can be suppressed by 60% when the
Vru-hopping is used and 75% when the DIBL-hopping is adapted. (As is mentioned in
Section 5.3.4, which scheme is more effective depends on the ratio of the leakage power to
the total power. If the leakage power component is dominant, Vy-hopping is more

effective.)

As for the global buses, 15% power reduction can be achieved by using SOI technology
instead of conventional bulk technology. Furthermore, the staggered firing bus (SFB)
scheme can decrease the power by 30% without dropping the performance. Then, the
power of the bus wires is suppressed by 40% by using SOI and SFB scheme (see Fig.
6.1(b)).
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Fig. 6.1 Summarize of proposed power reduction techniques
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