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Chapter 1Chapter 1Chapter 1Chapter 1    IntroductionIntroductionIntroductionIntroduction    

 
1.1.1.1.1.1.1.1.    Historical perspective and future trendsHistorical perspective and future trendsHistorical perspective and future trendsHistorical perspective and future trends    
 

During the past 30 years, MOS large-scale-integration circuits (LSI’s) have made great 
progress.  They appeared in the early 1970’s with the introduction of the first microprocessor 
by Intel (the 4004) [1]. This was 0.75-MHz processor implemented in 10-µm technology and 
was composed of only 2,300 transistors.  Now, 2-GHz microprocessors are produced using 
0.18-0.13-µm technologies.  With the huge number of transistors in a chip and its extremely 
high operating speed, LSI’s can execute relatively intelligent tasks at moderate cost.  
Numerous portable devices such as portable phones and note PC’s could not have appeared 
without the remarkable progress of LSI’s.  In the early decades of twenty-first century, the 
continued progress of LSI’s is expected to cause wide-ranging social and cultural changes 
affecting economy, industry, transportation, communication, education, medical care, 
amusement, our life styles, and so on. 

The downsizing of components has driven progress of LSI’s. By the downsizing of 
MOSFET’s, the number of the transistors in a chip increases and the functionality of LSI’s is 
improved, which leads to improvement of operation speed. Implementation of downsizing has 
resulted in obedience to established common rule – the number of transistors in a chip 
increases by four times every three years in accordance with Moore’s law, which has held true 
for more than 25 years.  Fig. 1.1 shows trends in the device count per memory chip and 
microprocessor chip during the past 30 years [2]. As can be observed, integration complexity 
gets four times approximately every three years. 
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Fig. 1.1 Trends in the device count per chip. 
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The downsizing of LSI’ is expected to continue at least for the next 10 years.  The latest 
future trends of semiconductor chips – The 2001 Edition of the International Technology for 
Roadmap for Semiconductors (ITRS) [3] - is reported by Semiconductor Industry Association 
(SIA), as shown in Table 1.1. 
 

Year 2001 2003 2005 2007 2010 2013 2016
Technology node (nm) 130 100 80 65 45 32 22 
Gate Length (nm) 90 65 45 35 25 18 13 
Vdd (V) 1.1 1.0 0.9 0.7 0.6 0.5 0.4 
Frequency (GHz) 1.7 3.1 5.2 6.7 11.5 19.3 28.8 
Power *1 (W) 130 150 170 190 218 251 288 
Power *2 (W) 2.4 2.8 3.2 3.5 3.0 3.0 3.0 

Technology node: DRAM Half-Pitch 

Gate Length: Printed Gate Length of Microprocessor, 

Vdd: Power Supply Voltage (high performance), 

Frequency: Chip Frequency (On-chip local clock), 

Power *1: Allowable Maximum Power for high-performance desktop applications, 

Power *2: Allowable Maximum Power for portable battery operations 

Table 1.1 ITRS Road Map. 

This latest edition of ITRS expects smaller chips than previously thought. In the previous 
roadmap released in 1999, it called for the future generations of DRAM to feature critical 
dimensions of 100 nm in 2005.  Now the industry plans to deliver 80 nm in 2005. As scaling 
goes down rapidly, chip frequency is also expected to increase at high increase rate.  

On the other hand, however, the following serious concerns will arise with 100-nm 
technology and below [4]. 

1. Much production cost due to the increase of process steps and the increase of 
equipment price. 

2. Saturation of the operating speed of LSI due to signal and clock propagation delay in 
the long and dense interconnections. 

3. Degradation of the yield and reliability of LSI’s due to the huge number of transistors 
in a chip; also, it will become difficult to keep the uniformity of the electrical 
characteristics of the huge number of transistors in a chip. 

4. Increase of the power consumption and heat generation of a chip due to the huge 
number of transistors. 

The fourth one is particularly expected to a fatal problem.  Looking at Table 1, maximum 
power for high-performance desktop applications, 130 W in 2001 is estimated to go up to 288 
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W in 2016 despite the use of a lower supply voltage.  Maximum local heat density in a chip is 
expected to be as much as that in a nuclear reactor, which sets a strict limit on the reliability 
of LSI’s.  The concern of increase in power consumption is bigger in case of battery operated 
portable devices because the allowable maximum power is strictly limited due to small device 
size. The next generation LSI’s are suffering from power crisis and it’s obvious that further 
progress of LSI’s could not be achieved without power saving approaches. 
 
 
1.2.1.2.1.2.1.2.    LowLowLowLow----power CMOS and SRAM designpower CMOS and SRAM designpower CMOS and SRAM designpower CMOS and SRAM design    
 

LSI’s are mainly composed of both logic circuits and memory circuits. First, in modern 
digital logic circuits, power consumption can be attributed to three main components: 
dynamic switching power (Pdynamic), short circuit power (Psc), and leakage power (Pleak), as 
shown in (1.1): 

DD
)S/V(

DDscscCLKtDDSLCLKtleakscdynamic VIVtIfpVVCfpPPPP TH−++=++= 100∆  (1.1) 

where pt is the switching probability, fCLK is the clock frequency, CL is the total effective 
switched capacitance, VS is the signal voltage swing, VDD is the supply voltage, Isc is the 
average short circuit current, ∆tsc is the time when short circuit current flows, I0 is a constant 
which is proportional to total transistor in a chip, VTH is the threshold voltage, and S is the 
subthreshold swing.  The first term represents dynamic power consumption due to charging 
and discharging of the load capacitance, and the second term is due to the direct-path short 
circuit current, and the third term is leakage current consumption due to subthreshold 
conduction.  Dynamic switching power is the dominant component of power consumption in 
modern digital logic circuits, and in most cases VS is equal to VDD except some logic circuits; 
hence power consumption of digital logic circuits is expressed as 

2
DDLCLKt VCfpP =  (1.2) 

Then lowering VDD is the most effective way to achieve low-power performance. Certainly, 
scaling down CL or fCLK in (1.2) also contributes to low-power operation. Decreasing CL, 
however, would be difficult without scaling down the device and wiring, and low fCLK usually 
degrades throughput performance. Although there have been attempts to lower fCLK by 
introducing parallel processing, this approach generally increases hardware overhead and 
requires extensive reworking at an architecture or algorithm design level [5]. 

Lowering VDD is effective in lowering power dissipation, however, it is generally difficult 
because the speed performance is dramatically reduced at lower supply voltages. The gate 
delay time (tpd) is approximately given by 



 4

α)VV(
VkCt
THDD

DDL
pd −

=  (1.3) 

where k is a constant, CL is the load capacitance, VDD is the supply voltage, VTH is the 
threshold voltage, and α is approximately 1.3 according to alpha-power low MOSFET model 
[6]. In the above expression, lowering the VDD decreases VDD - VTH, which results in a drastic 
increase in gate delay.  Fig. 1.2 (a) shows gate delay dependence and dynamic power 
dependence on VDD when 0.35-µm technology is supposed. Dynamic power consumption 
decreases as VDD goes down, however, gate delay increases dramatically. 

One way to overcome the speed degradation problem is to reduce VTH in (1.3), however, 
another significant problems happens – a rapid increase in leakage power in (1.1).  Fig. 1.2 
(b) shows gate delay dependence and subthreshold leakage power dependence on VTH, 
assuming I0 = 5×10-6 and S = 80 mV / decade in (1.1). Gate delay decreases as VTH goes down, 
however, subthreshold leakage power increases rapidly. 
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Fig. 1.2 (a) Gate delay dependence and dynamic power dependence on VDD.  (b) Gate 
delay dependence and subthreshold leakage power dependence on VTH. 

And one more significant problem emerges at low VTH, which results from process fluctuation. 
Threshold voltage fluctuates typically by ±0.1V, which causes large gate delay variation at low 
VTH.  

The issue of the trade-off between power and gate delay is to be solved by optimizing both 
VDD and VTH effectually.  Multiple threshold voltage scheme [7-12] and variable threshold 
voltage scheme [13-14] manage VTH.  Multiple supply voltage scheme [15] and variable 
supply voltage scheme [16] manage VDD.  Dynamic voltage scaling is lately a well-known 
technique for actual processor [17]. 
 

(a) (b) 
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SRAM that features high speed and ease of use, despite high cost, is a main component of 
LSI’s and it is found in the main memory of supercomputers, the cash memory in mainframe 
computers, workstations, microprocessors, and memory in handheld equipment.  Low-power 
approach for SRAM is a more emergent concern due to its feature of large capacity, however, it 
is difficult to cut power consumption by reducing both VDD and VTH, unlike in the logic circuits.  
If VTH of MOSFET’s in memory cells is reduced, leakage power from the huge number of cells 
becomes extensively higher.  But low-voltage operation with high VTH MOSFET’s degrades 
performance and data retention reliability. 

Therefore different approaches to cut power dissipation in SRAM should be taken and a lot 
of challenges have been reported.  The power sources of SRAM’s are memory cell arrays, 
data-line loads, column/sense circuits, and the other peripheral circuits.  Divided word-line 
(DWL) structure [18-19], which reduces both column current and decoder delay, is typically 
adopted in the modern SRAM’s.  Cell-driving schemes such as boosted word-line scheme [20
-21], raised VDD [22-23] scheme, and applied source-line scheme [24-25] increases the cell 
margin at low VDD.  Single bit-line SRAM [26] has been proposed to decrease layout area and 
power dissipation in column/sense circuits.  Latch-type sense amplifiers such as PMOS 
cross-coupled amplifiers [27] greatly reduce the dc current after amplification and latching.  
Current Sense amplifiers [28] permit a small voltage swing on the bit-line, reducing the time 
for changing the bit-line voltage as well as the bit-line power dissipation.  Divided bit-line 
[29] reduces bit-line capacitance, affording a low power and high speed.  Using Low-VTH 
devices for the peripheral circuits [30] and for the memory cell [31-32] is also effective way to 
ultralow-voltage operation.  Ultralow-voltage SRAM that operates at VDD of around 0.5V has 
been reported using Low-VTH MOS [33]. 
 
 
1.3.1.3.1.3.1.3.    Objective of researchObjective of researchObjective of researchObjective of research    
 

Power reduction in SRAM circuits is an emergent concern in future generation LSI’s since it 
is reported that the power in SRAM occupies approximately 30% of the total power in a chip.  
SRAM is mainly composed of memory cell arrays and peripheral circuits.  A bit-line in 
memory cell arrays has large capacitance due to the parasitic capacitance by transistors and 
due to the parasitic capacitance by interconnections.  Thus, power dissipation in write cycles 
is particularly dominant in continuous write and read operation due to full-swing nature of 
bit-line.  Power dissipation in bit-line occupies 83% of total power in write cycles, assuming 
4-Mbit SRAM at bit width of 256, however, there is no solution to carry out drastic write 
power saving without large penalty.  Therefore, objective of this research is to achieve 
low-power operation in write cycles without any complicated circuits. 
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Two key techniques for write power saving has been proposed in this work: 
Sense-amplifying cell (SAC) scheme using low-swing bit-line reduces write power by 
approximately 80% compared to conventional scheme.  And dual-VDD SRAM architecture 
with high-speed level converter cuts the half of power in peripheral circuits. 

Power reduction in write cycles is estimated by HSPICE simulation, assuming 4-Mbit 
on-chip SRAM.  And test chips are fabricated in order to verify operation and to obtain 
measurement results. 
 
 
1.4.1.4.1.4.1.4.    Chapter organizationChapter organizationChapter organizationChapter organization    
 

Chapter 2 presents a write power saving method using sense-amplifying memory cell (SAC) 
scheme.  A new write operation scheme to reduce power consumption in write cycles has 
been proposed.  Reduced write power is estimated by HSPICE simulation, assuming 4-Mbit 
on-chip SRAM, and the design is considered regard to read delay, static noise margin, and 
area overhead.  Two 64-Kbit test chips have been fabricated and measurement results are 
obtained. 

Chapter 3 is concerned with power saving scheme for peripheral circuits and decoders.  
Dual-VDD SRAM architecture, which enables power reduction in peripheral circuits and 
decoders, is proposed by introducing high-speed replica-biased level converter.  Power 
reduction of SRAM where SAC scheme and dual-VDD scheme mixed is estimated by HSPICE 
simulation assuming 4-Mbit SRAM.  Two test chips have been fabricated: four types of level 
converters and 2-Kbit dual-VDD SRAM with replica-biased level converter. 

Chapter 4 is devoted to application of both SAC scheme and dual-VDD scheme to register file.  
A test chip with two types of 1-Kbit register files using SAC scheme has been fabricated.  
And 16-Word × 16-bit register file with replica-biased level converter has been also fabricated. 

Finally, chapter 5 presents the conclusions. 
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Chapter 2Chapter 2Chapter 2Chapter 2    Write power saving scheme SRAMWrite power saving scheme SRAMWrite power saving scheme SRAMWrite power saving scheme SRAM    

 
2.1.2.1.2.1.2.1.    IntroductionIntroductionIntroductionIntroduction    
 

An SRAM is continued to be an important building block of System-on-a-Chip’s.  
Low-power feature for on-chip SRAM’s is getting more important for mobile applications.  
Lowering both the supply voltage (VDD) and the threshold voltage (VTH) is the most effective 
way to cut power dissipation in logic circuits, however, it is difficult to take this solution for 
SRAM’s as described in chapter 1. 

On-Chip SRAM’s tend to have large number of bit width such as 16 to 256 or even greater.  
In this type of SRAM’s, the power of SRAM is dissipated mainly by charging and discharging 
of the bit-line due to full swing nature of the bit-line.  Fig. 2.1 shows conventional SRAM 
circuit and its write cycle waveforms. A bit line has normally large capacitance due to huge 
number of pass transistors connected to the bit line and due to its long wire.  In the 
conventional SRAM, a pair of the bit lines is charged from ground to VDD and one of the bit 
lines is discharged before write operation.  The power consumption in charging is f×CBL×VDD2, 
where f is the clock frequency, CBL is the load capacitance and VDD is the supply voltage.  The 
power consumption in write cycles is much larger than that in read cycles because bit-line 
swings normally by only 100 mV in read cycles. 
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Fig. 2.1 (a) Circuit Schematic of conventional SRAM.  (b) Write cycle waveforms. 

Therefore, reducing bit-line swing is the most effective way to reduce the power dissipation 
in write cycles and a half swing technique has been reported [34].  In the half swing scheme, 
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75% power reduction was achieved by restricting the bit-line swing to a half of VDD and by 
using charge recycling technique between positive and negative half-swing.  Fig. 2.2 (a) and 
(b) show half swing SRAM and its write cycle waveforms.  Bit lines are charged to half VDD 
instead of full charge in conventional SRAM.  Fig. 2.2 (c) shows a logic gate using charge 
cycling method.  Each signal swings by half VDD and charge is recycled between positive 
pulse and negative pulse.  The charge in the bit-line is also recycled with write data bus.   
Then the power consumption in charging is (1/2)×f×CBL×VDD×(VDD/2).  It is, however, difficult 
to further reduce the power consumption by reducing the bit-line swing due to write-error 
problem in this scheme.  What is more, if the write and read cycles come alternately, there is 
additional power due to the mismatch of the precharge level of bit-line in read cycles and that 
in write cycles.  Read operation at the bit-line potential of VDD/2 causes read-error, thus 
precharge level in read cycles must be above VDD/2.  One more issue associated with the half 
swing technique is that complex circuits are required to charge recycling, which results in 
large area overhead and increase in cost. 
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Fig. 2.2 (a) Circuit Schematic of half swing SRAM.  (b) Write cycle waveforms.  (c) Half 
swing pulse mode AND gate. 

Driving source-line (DSL) scheme [25] achieved lower-swing bit-line operation than half 
VDD swing.  A source line, connected to the source terminals of driver MOSFET’s is controlled 
so that it is negative and floating in read and write cycles, respectively as shown in Fig. 2.3.  
When the source-line voltage is driven negative, the p-n source-substrate junction is forward 
biased and the threshold voltage is reduced. And a negative source-line decreases the cell 
node potentials, which result in lowered source-terminal voltage in the transfer MOSFET’s. 
Thus, the gate-to-source voltage is boosted and shorter access time can be obtained.  In write 
cycle, the source-line is floating during the time word-line is high, which makes it easy to 
invert the node potentials of memory cells. Therefore a small swing of bit-line is adequate to 
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control the node potential. 
Power consumption for charging bit-line at 1.0 V and 100 MHz is reduced from 0.36 W to 

0.03 W.  However, the difficulty in realizing DSL scheme can be expected.  First, the 
source-line should be divided in order to avoid a problem of electro migration resulted from 
huge number of cells connected to the source-line and in order to prevent the loss of node 
potential of unselected cells in write cycles.  Separated source-lines needs the same number 
of complex source driver to produce negative voltage, but it is difficult to locate plural complex 
source driver in a row of memory cell arrays.  Second, boosted gate-to-source voltage 
degrades device reliability, particularly in future much scaled down LSI’s.  Third, write 
operation at precharge level of half VDD increases the probability of write-error and precharge 
level in read cycles should be above VDD to reduces the probability of read-error.  It is also one 
of questionable points that there is no device implementation. 
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Fig. 2.3 (a) Circuit schematic of DSL scheme.  (b) Read cycle waveforms of DSL and 

conventional cells.  (c) Write cycle waveforms of DSL and conventional cells. 

In this work, low-swing bit-line operation is realized by introducing an additional NMOS in 
a memory cell, not by applying negative voltage to the source-line.  There is no problem of 
electro migration and proposed scheme SRAM is operated without any complex circuits. 
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2.2.2.2.2.2.2.2.    SenseSenseSenseSense----amplifying cell (SAC) schemeamplifying cell (SAC) schemeamplifying cell (SAC) schemeamplifying cell (SAC) scheme    
2.2.1.2.2.1.2.2.1.2.2.1.    Write operation using lowWrite operation using lowWrite operation using lowWrite operation using low----swing bitswing bitswing bitswing bit----linelinelineline    
 

Fig. 2.4 (a) shows the circuit diagram of the proposed sense-amplifying cell (SAC) scheme. 
The salient feature of the scheme is an additional NMOS connected to the source terminal of 
driver transistors in a memory cell, which enables a write operation with low-swing bit-line. If 
bit-line swing is denoted as ∆VBL, the power consumed in charging of the bit-line is 
f×CBL×VDD×∆VBL.  A pair of bit-lines is precharged to VDD-VTH by an NMOS load and one of 
bit-lines is pulled down to VDD-VTH-∆VBL in a write ‘0’ operation.  The write voltage VWR equal 
to  VDD-VTH-∆VBL is prepared by a DC-DC converter with a help of write voltage generator. 
Thus the power consumption in charging of the bit-line is f×CBL×∆VBL2.  Assuming ∆VBL = 1/6 
VDD, write power in charging of the bit-line can be reduced to theoretically 1/36.  Moreover, 
long I/O data-line is also precharged to VDD-VTH and pulled down to VWR = VDD-VTH-∆VBL, thus 
power consumption in charging of I/O data-lines is also reduced as well as that in bit-line. 
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Fig. 2.4 (a) Circuit schematic of Sense-amplifying cell (SAC) scheme SRAM.  (b) Write 
cycle waveforms 

Fig. 2.4 (b) shows the timing chart of SAC scheme in a write cycle.  The NMOS switch 
connected to the source terminal of driver transistor is turned off by a signal (SL) before a 
word-line is accessed in a write cycle. Even if the voltage difference between a pair of bit-lines 
is small, the cell node potentials can be inverted because the driver transistors do not draw 
current while the word-line is activated thanks to the NMOS switch.  Being different from 
the half-swing technique, there is no additional power consumption even if the write and read 
cycles come alternately, because there is no mismatch between the level of bit-line in read 
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cycles and that in write cycles.  There is no read-error because the precharge level in a read 
cycle is above VDD/2. 
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Fig. 2.5 Simulated waveforms of SAC scheme SRAM in a write cycle. 
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Fig. 2.6 Simulated waveforms of SAC scheme SRAM in a read cycle. 

Fig. 2.5 shows simulated waveforms of SAC scheme SRAM in a write cycle by HSPICE 
simulation.  Cell node potentials (A, B) are inverted properly at ∆VBL = 0.25V (VBL = 0.80V, 
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VBL,bar = 0.55V).  Fig. 2.6 shows simulated waveforms of SAC SRAM in a read cycle.  A 
latch-type sense amplifier is assumed as shown in Fig. 2.7.  There is no difference between 
read operation in SAC SRAM and that in conventional SRAM.  Output data is obtained 
when the voltage difference of a pair of bit-line reaches 100 mV. 
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Fig. 2.7 Circuit schematic of a latch-type sense amplifier. 

 
2.2.2.2.2.2.2.2.2.2.2.2.    Write voltage generatorWrite voltage generatorWrite voltage generatorWrite voltage generator    
 

The precharge level of bit-line must not be VDD because access transistors of the cell cannot 
turn on in a write operation in this scheme.  Therefore bit-line is precharged to VDD-VTH by 
an NMOS load and is pulled down to VDD-VTH-∆VBL in a write ‘0’ operation.  ∆VBL must be 
independent of VTH fluctuation in order to assure stable write operation. Fig. 2.8 shows 
various types of write voltage generator that makes the voltage VWR equal to VDD-VTH-∆VBL 
even in the presence of the VTH fluctuation. 

Fig. 2.8 (a) is an ideal write voltage generator.  If the gate width of each NMOS is denoted 
W1, W2 and W3, and the current of a current source is denoted I, next equations are given, 

αα ββ )VV(W)VVV(W THWR
'
THDD −=−− 121  (2.1) 

αβ )VV(WI TH−= 12  (2.2) 

where βand α is the constant, VDD is the supply voltage, VTH is the threshold voltage, and V’TH 
is the effective threshold voltage of nMOS whose gate is pulled up to VDD.  The gate length of 
all the nMOS’s is defined as the same.  Extracting the αth root of (2.1) and (2.2), 
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VWR

VWR = VDD - VTH - ∆∆∆∆VBL
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Fig. 2.8 Circuit schematic of various types of reference voltage generator (VWR generator). 
(a) Ideal VWR generator.  (b) VWR generator using resister.  (c) VWR generator 
using PMOS whose gate is pulled down to ground.  (d) VWR generator using 
NMOS diode.  (e) VWR generator using PMOS diode. 
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From (2.4) and (2.5), we have 
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In (2.7), ∆VBL is independent of VTH, which means ∆VBL do not change even if VTH fluctuates.  
Fig. 2.8 (b), (c), (d) and (e) show write voltage generators where the current source is 
substituted with various kinds of elements.  These voltage generators are not independent of 
VTH fluctuation.  Fig. 2.9 shows simulated results of ∆VBL dependence on the VTH fluctuation.  
Normal ∆VBL without VTH fluctuation is assumed 0.25 V at VDD of 1.5 V.  An ideal voltage 
generator (type (a)) is almost independent of VTH fluctuation, though slight ∆VBL variation is 
observed because of linear characteristic of I-V curve of MOSFET in a saturation region.  
Type (d) and type (e) are deeply affected by VTH fluctuation.  From Fig. 2.9, write voltage 
generator using resistor (type (b)) is observed as the best write voltage generator.  When VTH 
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is fluctuated by ±0.15 V, ∆VBL fluctuation can be kept as low as ±30 mV.  But there is 
resistance fluctuation in the write voltage generator using resistance.  Fig. 2.10 shows ∆VBL 
dependence of type (b) write voltage generator on the VTH fluctuation and on the R fluctuation, 
as the resistance is denoted R. When R is fluctuated by 15%, ∆VBL fluctuation can be kept as 
low as ±20 mV.  Therefore, the write voltage generator using resistance is the most proper 
one to make write voltage VWR.  VWR is used as a reference voltage in the DC-DC converter 
and the converter supplies VWR to each bit-line through a write circuit. 
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Fig. 2.9 ∆VBL dependence on the VTH fluctuation. 
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Fig. 2.10 ∆VBL dependence on the VTH fluctuation and on the R fluctuation. 
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2.2.3.2.2.3.2.2.3.2.2.3.    Write power savingWrite power savingWrite power savingWrite power saving    
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Fig. 2.11 Power dissipation in memory cell arrays in write cycles as a function of ∆VBL. 
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Fig. 2.12 Required time to invert cell node potential since word-line is activated as a 
function of ∆VBL. 

Fig. 2.11 shows simulation results of power dissipation in memory cell arrays operated at 
100 MHz in 0.35-µm technology when 4-Mbit SRAM is assumed and bit width is 256.  Power 
dissipation is estimated as the sum of the power in charging bit lines and that in short circuit 
current in a write operation.  Half-swing scheme SRAM saves power dissipation by 75% by 
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using half swing bit lines and charge recycling.  And proposed sense-amplifying cell (SAC) 
scheme reduces power dissipation to approximately 1/30 at ∆VBL of 0.25 V.  The minimum 
value of ∆VBL is 0.10 V and write power in memory cells can be reduced to nearly 1/115 at 
∆VBL of 0.10 V.  However, the required delay to invert cell node potentials increase.  Fig. 
2.12 shows the required delay time to invert cell node potential since word-line is activated.  
Considering power and delay, ∆VBL = 1/6 VDD (∆VBL = 0.25 V at VDD =1.5 V) is chosen as the 
best condition in a write operation in this scheme. 

Fig. 2.13 shows simulated results of total power dissipation of assumed 4-Mbit on-chip 
SRAM in a write cycle and in a read cycle versus bit width. The more the bit width is, the 
more the total write power is saved because the power consumed by bit-line charge and 
discharge becomes more dominant compared with the power of the other circuits when the bit 
width gets larger. When the bit width is 256, total write power is saved by 90% and 67 % 
compared with the conventional full swing scheme and half swing scheme, respectively.  
Power consumption in a read cycle is larger than that of SAC scheme in a write cycle because 
the power dissipation in charging bit-line in SAC scheme is theoretically 1/36 of charging 
full-swing bit-line while power dissipation in charging bit-line in a read cycle is 1/15 of 
charging full-swing at the bit-line of swing of 0.1 V when VDD = 1.5 V. 
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Fig. 2.13 Total power dissipation of assumed 4-Mbit SRAM in a write cycle and in a read 
cycle versus bit width. 
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The simulated result of total write power dissipation in Fig. 2.13 is, however, not exact 
estimation because huge number of data bus lines is not considered.  But it is difficult to 
simulate power consumption of all the data bus lines and peripheral circuits.  Then total 
write power is calculated: the detail of power estimation is described in appendix A.  The 
proportion of the power dissipation of SAC scheme to that of conventional full-swing scheme 
depends on the ratio of the bit-line capacitance to the data bus line capacitance, as shown in 
Fig. 2.14.  When the ratio is assumed to be 4, total write power dissipation in SAC scheme 
can be saved by approximately 81% compared to that of conventional full-swing scheme. 
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Fig. 2.14 Power dissipation ratio dependence on capacitance ratio. 
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Fig. 2.15 Calculated total power dissipation of assumed 4-Mbit SRAM in a write cycle and 

in a read cycle versus bit width. 
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2.3.2.3.2.3.2.3.    Design ConsiderationsDesign ConsiderationsDesign ConsiderationsDesign Considerations    
 

SAC scheme SRAM enables approximately 81% write power saving, however, performance 
degradation should be discussed because of an additional NMOS switch connected to the 
source terminal of driver transistor.  NMOS switch can be actually shared by N (N = 2, 4, 8) 
cells in order to reduce overhead as shown in Fig. 2.16.  N should not be too large in order to 
avoid the problem of electro migration. The current of source-line shared by N memory cells 
gets N times larger than that of normal separated cell. 
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Fig. 2.16 NMOS switch is shared by N cells. 

If the channel width of NMOS is denoted as WSW, the effective channel width of the NMOS 
switch per cell is WSW/N.  The channel width of a driver transistor is set three times as large 
as that of an access transistor, and parameter ß signifies a ratio of the channel width of the 
NMOS switch per cell to the channel width of the access transistor.  Parameter ß of infinity 
corresponds to conventional cell without NMOS switch.  Read access time, noise margin and 
area overhead are discussed as a function of parameter ß and N. 
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2.3.1.2.3.1.2.3.1.2.3.1.    Read access timeRead access timeRead access timeRead access time    
 

Fig. 2.17 shows simulated results of read delay as a function of parameter ß and N.  Read 
delay of conventional scheme is plotted in the same figure.  Bit-line delay is the time for the 
difference of a pair of bit-line voltages to get to 100 mV since word-line is activated.  And 
total access time is from address buffer input to output buffer output placed after a sense 
amplifier.  Sensing time is simulated and addressing time and buffering time of output data 
is calculated: the detail of calculation is described in appendix A.1.  The bit-line delay at ß of 
1, in the worst case, is 2.08 ns while that of conventional scheme is 1.24ns.  But this is not 
significant increase in read delay since bit-line delay is only from 15% to 25% of total access 
time and the rest of time except the bit-line delay is almost independent of the characteristic 
of memory cells.  Read access time increases by only 10% at ß of 1 compared with 
conventional scheme.  No read delay increase is observed when the NMOS switch is shared 
among N memory cells.  The reason is that the capacitance and resistance of the source-line 
shared among N memory cells are negligibly small. 
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Fig. 2.17 Read delay as a function of parameter ß and N. 
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2.3.2.2.3.2.2.3.2.2.3.2.    Noise marginNoise marginNoise marginNoise margin    
 

Fig. 2.18 shows a method of static noise margin analysis.  Static noise margin is defined as 
the length of a line of maximum square in the area bounded by the transfer curve of the 
memory cell and its 45-degrees mirror [35-36].  Fig. 2.19 shows normalized simulated static 
noise margin.  Static noise margin is degraded due to the additional NMOS switch in a 
memory cell.  Static noise margin at ß of 1 is 0.13 VDD while that of conventional scheme is 
0.23 VDD.  Considering noise margin degradation, it is preferable that ß is more than 3.  
There is no noise margin decrease even when the NMOS switch is shared among N memory 
cells 
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Fig. 2.18 Method of static noise margin analysis. 
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Fig. 2.19 Static noise margin as a function of parameter ß and N. 
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2.3.3.2.3.3.2.3.3.2.3.3.    Area overheadArea overheadArea overheadArea overhead    
 

Fig. 2.20 shows area overhead as a function of parameter ß and N when cell area occupancy 
is assumed to be 60% of the total area of a SRAM macro.  Area overhead is normalized, 
supposing area of conventional SRAM as 1.0.  The more area penalty is reduced, the smaller 
the number of cells that share one NMOS switch becomes.  In case of N = 2, area overhead 
does not decrease in the range that ß is less than 3 because active area and contact limits 
minimum area.  Considering area overhead, it is preferable that ß is less than 3.  Therefore, 
the parameter ß of 3 is found to be best condition from results on noise margin analysis and 
area overhead. 
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Fig. 2.20 Area overhead as a function of parameter ß and N. 

Read access time and noise margin are independent of parameter N, thus larger N is 
preferable for SAC scheme in order to reduce area overhead.  However, considering a 
problem of electro migration on source-line shared by N memory cells, larger N is not 
necessary a profitable choice because source-line should be designed thickly and another area 
overhead may happen.  Thus N = 4 is chosen as the best condition. 
 

Summing up above simulated results, both read delay and noise margin may be degraded 
due to the additional NMOS switch in a memory cell.  But there is no read delay increase 
and no noise margin decrease even when the NMOS switch is shared among N memory cells.  
If ß is large, it is good for delay and noise margin but area increases is expected.  From 
design considerations, ß=3 and N=4 are chosen, which corresponds to 5% read access time 
increase, and 0.05 VDD noise margin decrease, and 11% area overhead increase. 
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Subthreshold leakageSubthreshold leakageSubthreshold leakageSubthreshold leakage    
 

Subthreshold leakage in memory cell arrays is significant issue due to huge number of 
memory cells.  Reducing subthreshold leakage in a memory cell is normally accompanied 
with large area overhead [37], unlike logic circuits with cut-off transistor in multiple 
threshold schemes.  SAC scheme is hopefully expected to be useful to cut subthreshold 
leakage power by controlling the gate voltage of an added NMOS switch. 
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Fig. 2.21 Subthreshold leakage current at ß of 3. 
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Fig. 2.22 Static characteristic of a memory cell as a function of VSL. 
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Fig. 2.21 shows subthreshold leakage current at ß of 3 as a function of gate voltage of 
NMOS switch, and Fig. 2.22 illustrates static characteristic of a memory cell as a function of 
VSL.  Subthreshold leakage current does not decrease until VSL is got down to 0.1 V since 
potential of the cell node which stores data ‘0’ slightly increase when VSL is reduced.  Cell 
node potential is not retained safely when VSL is got down under 0.2 V.  Simulated results 
show that reduction of subthreshold leakage current without degrading noise margin is 
impossible, but there is possibility that data can be safely retained at low noise margin in a 
standby mode.  The real characteristic of subthreshold leakage current should be discussed 
with measurement results. 
 
 
2.4.2.4.2.4.2.4.    Experiment results and discussionsExperiment results and discussionsExperiment results and discussionsExperiment results and discussions    
 

Fig. 2.23 shows a microphotograph of the first 64-Kbit test chip fabricated in 0.35-µm 
triple-metal CMOS process.  The gate lengths of the NMOS and PMOS devices are both 0.40 
µm and the threshold voltage is 0.45 V.  The memory cell is organized in 256 words × 256 bit.  
The memory cell size is 5.45 × 8.35 µm2 and four memory cell size with one NMOS switch is 
29.55 × 8.35 µm2.  The test chip contains only 64-Kbit memory cell arrays and precharge 
circuits and read buffer.  Output data is directly obtained from bit-line via inverter without 
sense amplifier.  Fig. 2.24 shows measured waveforms of buffer data output at VDD of 1.5 V, 1 
MHz.  When write and read operation are done alternately, correct output waveform can be 
observed.  Operation at 100 MHz is also possible in a simulation result, however, the 
operation cannot be performed because the test chip has no on-chip oscillator.  Measurement 
result on power dissipation in memory cell arrays in write cycles is plotted in Fig. 2.11, and 
total write power dissipation at bit width of 256 is plotted in Fig. 2.12, summing up 
measurement results on write power in memory cell arrays and calculated power in 
peripheral circuits.  SAC scheme is enables a write operation with low-swing bit-line and 
reduces the power dissipation in charging bit-line drastically.  The total write power is 
reduced by 81% when bit width is 256. 
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Fig. 2.23 Microphotograph and cell layout of the 1st SRAM test chip 
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Fig. 2.24 Output waveform 

Write power is reduced, however, area overhead of 7-transistor memory cells gets to be 35% 
of conventional cells since a attention is not paid to layout.  Layout improvement of memory 
cells in SAC scheme is the emergent concern and another test chip is fabricated. 

Fig. 2.25 shows layout of 64-Kbit SRAM on the 2nd test chip fabricated in 0.35-µm 
triple-metal CMOS process.  Block selector, write driver and read buffer are designed with 
memory cells.  Output data is directly obtained from bit-line via inverter without sense 
amplifier as on the 1st test chip.  Fig. 2.26 illustrates revised memory cells with one NMOS 
switch.  Area overhead of memory cell itself is 19% and if cell area occupancy is assumed to 
be 60% of the total area of a SRAM macro, area overhead is 11% compared to conventional 
six-transistor memory cell arrays. 
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Fig. 2.25 Layout of 64-Kbit SRAM on the 2nd test chip 
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Fig. 2.26 Layout of revised memory cells with one NMOS switch 
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2.5.2.5.2.5.2.5.    SummarySummarySummarySummary    
 

Sense amplifying cell (SAC) scheme is presented, which enables drastic write power saving 
by cutting power dissipation in memory cell arrays. 

An additional NMOS switch is added to source terminal of driver transistor in a memory 
cell in order to make write operation with low-swing bit-line possible.  And write voltage 
generator that is independent of VTH fluctuation is proposed.  Assuming 4-Mbit on-chip 
SRAM, SAC scheme saves the total power dissipation in write cycles by 81% when bit width is 
256. 

Performance degradation resulted from an additional NMOS switch is discussed.  An 
NMOS switch can be shared by N (N = 2, 4, 8) cells in order to reduce area overhead.  Read 
delay, noise margin are estimated as a function of N and parameter ß that is a ratio of the 
channel width of NMOS switch to the channel width of the access transistor.  Both read 
delay and noise margin may be degraded.  But there is no read delay increase and no noise 
margin decrease even when the NMOS switch is shared among N memory cells.  Considering 
simulation results, ß=3 and N=4 are chosen, which corresponds to 5% read access time 
increase and 0.05 VDD noise margin decrease. 

Two 64-Kbit test chips have been fabricated and a correct operation has been verified on the 
1st test chip.  Total write power is found to be saved by 81% from measurement result on the 
power in memory cell arrays and from calculation of the power in peripheral circuits.  Layout 
of memory cells is revised on the 2nd test chip.  And area overhead is improved to be 11% 
increase. 
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Chapter 3Chapter 3Chapter 3Chapter 3    Power saving scheme for peripheral circuits and Power saving scheme for peripheral circuits and Power saving scheme for peripheral circuits and Power saving scheme for peripheral circuits and 
decodersdecodersdecodersdecoders    

 
3.1.3.1.3.1.3.1.    IntroductionIntroductionIntroductionIntroduction    
 

In chapter 2, drastic write power saving SRAM using sense-amplifying cell (SAC) scheme is 
discussed.  Write power saving is achieved by cutting huge power dissipation due to charging 
and discharging of bit-line that is dominant in conventional SRAM.  Now, the power 
dissipation of peripheral circuits is dominant.  In case of 256-bit width SRAM, the power of 
peripheral circuits and decoders occupies approximately 87% of total power in write cycles in 
SAC scheme.  Power of peripheral circuits and decoders is also dominant in read cycles, 
occupies approximately 80% of total power. 

Peripheral circuits are composed of buffers, decoders, control circuits, sense amplifiers, and 
drivers that activate long wires.  These circuits except sense amplifiers are logic circuits; 
hence the method of lowering the supply voltage (VDD) is useful to reduce the power 
consumption as described in chapter 1.  Fig. 3.1 shows a proposed low-power dual-VDD SRAM 
architecture.  Buffers, decoders and control circuits are operated at low supply voltage, and 
memory cells write drivers and sense amplifiers are operated at high supply voltage.  Each 
signal is converted from low swing level to high swing level by level converters.  These level 
converters should have the feature of high-speed in order to reduce delay increase resulted 
from level converters.  
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Fig. 3.1 Low-power dual-VDD SRAM architecture. 
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Level converting is a well-known technique for different purposes since a decade before.  
Some ten years backward BiCMOS technology would be often used for SRAM because of its 
feature of high-speed, and ECL-to-CMOS-level converters [38] translate the ECL input signal 
level to CMOS signal level.  Another well-known famous use of level converter is I/O 
interfacing.  Although the supply voltage inside chip has been lowered year after year, the 
swing level on board still remains at high level and there is a need for level converting at I/O 
interfaces.  Low-swing bus architecture for low-power applications [39-40] also needs level 
converter for receiver circuits. 

Various types of level converters for interconnect interface use are reported [41]. 
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Fig. 3.2 Various types of level converters.  (a) Conventional level converter.  (b) 
Symmetric source-follower driver with level converter (SSDLC) (driver is not 
shown here).  (c) Static driver with VST (SDVST) (driver is not shown here).  (d) 
Level converter with low-VTH device (LCLVD).  (e) Capacitive-coupled level 
converter (CCLC).  (f) Level-converting register (LCR). 

Type (a) is a conventional level converter with cross couple.  It behaves like a differential 
sense amplifier by generating a complementary input signal internally.  This simple cross 
couple type level converter has small delay, however, is unable to convert low-level signal 
around 0.5 V.  Type (b) is only for the low-swing interconnect use whose swing level is from 
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VTH,n to VDD-VTH,n.  Type (c) has a feature of high speed.  Type (d) is the same as the 
conventional one except that it uses low-VTH MOS, therefore is enable to convert low-level 
signal around 0.5 V.  Type (e) and (f) has a feature of both high speed and low-power, but 
require extra timing circuits. 

From Fig. 3.2, conventional level converter with low-VTH MOS (type (d)) is the best choice as 
high-speed level converter at low VDD.  SDVST (type (c)) is also useful if it is composed of 
low-VTH MOS’s.  Both level converters, however, are not still fast enough to convert 
low-swing decoded signal because level converter will be inserted into critical path and the 
delay of level converter should be possibly less. 
 
 
3.2.3.2.3.2.3.2.    Bypass level converter (BLC) and revised pass transistor type level converterBypass level converter (BLC) and revised pass transistor type level converterBypass level converter (BLC) and revised pass transistor type level converterBypass level converter (BLC) and revised pass transistor type level converter    
 

Fig. 3.3 shows conventional level converter with low VTH-MOS, proposed bypass level 
converter (BLC) and revised pass transistor type level converter.  Each level converter uses 
multiple threshold voltage MOS in order to convert low-swing signal around 0.5 V.  An 
additional NMOS N3 is inserted between input node and output node in the proposed level 
converter and the reference voltage is applied to the gate of N3.  The reference voltage VREF 
is defined as VDD – VTH,LOW.  Pass transistor type level converter is the one where N2 and a 
inverter are removed from BLC.  Pass transistor type level converter [42] is often used in I/O 
circuits and VDDH is usually applied to the gate of pass transistor N3.  Now the reference 
voltage is applied to the gate of N3 as that in BLC.   
  The reason why BLC is faster than conventional level converter is explained from Fig. 3.4 
and Fig. 3.5, which show the simulated waveforms by HSPICE simulation in 0.13-µm 
generation.  In the conventional level converter, potential of output node OUT is changed 
after output signal of inverter INbar appears.  In case of BLC, when input signal IN is 
changed from low to high, transistor N3 is on for a while and potential of OUT increase pulled 
up by the low voltage VDDL as shown within the left eclipse in Fig. 3.5.  As the potential of 
OUT goes up above VREF – VTH, N3 turned off and potential of OUT is pulled up by the high 
voltage VDDH.  When input signal IN is changed from high to low, transistor N3 turned on 
and the potential of OUT is immediately pulled down by VDDL as shown within the right 
eclipse in Fig. 3.5.  The function of pass transistor type level converter is the same as that of 
BLC. The only difference is that there is no transistor N2 in the pass transistor type level 
converter to pulled down the potential of OUT. 
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low-VTH MOS.  (b) Proposed bypass level converter (BLC)  (c) Revised pass 
transistor type level converter. 
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Fig. 3.4 Simulated waveforms of conventional level converter. 
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Fig. 3.5 Simulated waveforms of bypass level converter. 

Delay and energy dissipation of three types of level converters are compared by HSPICE 
simulation.  Delay is estimated by equaling rise delay and fall delay of output node.  The 
width of all the transistors is optimized with each parameter in any level converters.  Fig. 3.6 
and Fig. 3.7 show the dependence on the high supply voltage (VDDH) and on the output load 
capacitance (CL) respectively.  And the dependence on the threshold voltage of Low-VTH MOS 
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(VTH, LOW) is shown from Fig. 3.8 to Fig. 3.10.  At any case, BLC is faster than conventional 
level converter, and revised pass transistor type level converter is the fastest.  The 
simulation results tell that transistor N2 and a inverter in the BLC is useless for converting 
and transistor N3 plays a important role in converting.  Pass transistor type level converter 
is also has the best results with respect to energy dissipation except Fig. 3.7.  When VTH, LOW 
is low, energy dissipation increases due to leakage current and when VTH, LOW is high, energy 
also increases because of short circuit current. 
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Fig. 3.6 Dependence of level converters on VDDH.  (a) Delay.  (b) Energy. 
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Fig. 3.7 Dependence of level converters on CL.  (a) Delay.  (b) Energy. 
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Fig. 3.9 Dependence on VTH, LOW at VDDH of 1.5V.  (a) Delay.  (b) Energy. 

0

50

100

150

De
la

y 
(n

s)

0.1 0.2 0.3
VTH,LOW (V)

0.4

(a)

VDDH = 2.0V

Conv.
BLC
Pass Tr.

0

50

100

150

200

250

En
er

gy
 (f

J)

0.1 0.2 0.3
VTH,LOW (V)

0.4

(b)

VDDH = 2.0V

Conv.
BLC
Pass Tr.

 
Fig. 3.10 Dependence on VTH, LOW at VDDH of 2.0V.  (a) Delay.  (b) Energy. 



 35

3.3.3.3.3.3.3.3.    ReplicaReplicaReplicaReplica----biased level converterbiased level converterbiased level converterbiased level converter    
 

It becomes obvious that revised pass transistor type level converter is the fastest one in 
section 3.2.  However much faster level converter is required for critical path in a dual-VDD 
SRAM architecture. 

Considering dual-VDD SRAM architecture, level converter is inserted between row decoders 
and global word line as shown in Fig. 3.11.  Only one path gets active and the other paths are 
not selected.  Thus the power dissipation of level converter is not significant concern.  Then 
level-converting decoder that function as level converter and as AND gate at the same time is 
presented. 
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Fig. 3.11 Dual-VDD SRAM architecture with level-converting decoder. 

Fig. 3.12 shows various types of level converters with function of AND gate.  Type (a) and 
type (b) are the same level converters as shown in section 3.2 and type (c) and type (d) are new 
proposed level converters.  Pseudo NMOS type level converter is a simplest and fastest one, 
however, it is extremely robust against threshold voltage fluctuation and gate width 
fluctuation.  Type (d) is a revised pseudo NMOS level converter with replica biasing, which 
reduce the influence by device fluctuations. 
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Fig. 3.12 Various types of level converters with function of AND gate.  (a) Conventional 
level converter.  (b) Revised pass transistor type level converter.  (c) Pseudo 
NMOS type level converter.  (d) Pseudo NMOS type level converter with replica 
biasing 

Delay and energy dissipation of these four kinds of level converters with function of AND 
gate are compared by HSPICE simulation in 0.13-µm generation.  Delay is estimated by 
equaling rise delay and fall delay of output node, and energy is estimated supposing that cycle 
time of both rise and fall is 1ns.  The width of all the transistors is optimized at each 
parameter in any level converters.  Fig. 3.13 and Fig. 3.14 show the dependence on the high 
supply voltage (VDDH) and on the output load capacitance (CL) respectively.  And the 
dependence on the threshold voltage of Low-VTH MOS (VTH, LOW ) is shown in Fig. 3.15.   
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Fig. 3.13 Dependence on VDDH.  (a) Delay.  (b) Energy. 
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Fig. 3.14 Dependence on the CL.  (a) Delay.  (b) Energy. 
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Pseudo NMOS level converter is the fastest and replica-biased level converter is the next at 
any case.  With respect to energy dissipation, pseudo NMOS and replica-biased level 
converters are worse than conventional and pass transistor type level converters because of 
static currents while output data is ‘1’.  But the static current is not a significant issue since 
only one level converter selected by row address is activated as shown in Fig. 3.11.  Pseudo 
NMOS level converter is the fastest one when the width of transistor is optimized as to each 
parameter, however, pseudo NMOS level converter is very robust against VTH, LOW fluctuation.  
Fig. 3.16 shows on the dependence on VTH, LOW fluctuation of NMOS’s in any level converters, 
assuming that widths of all the transistor is optimized and fixed at VDDH of 1.5V and VTH, LOW 
of 0.19V.  Rise delay and fall delay are equal in any level converter when there is no VTH, LOW 
fluctuation, however, read delay of conventional and pass transistor type and pseudo NMOS 
level converters increases drastically when VTH, LOW fluctuates to high direction.  Pseudo 
NMOS level converter does not work when VTH, LOW fluctuates by +0.10V.  Only 
replica-biased level converter keeps the same delay between read delay and fall delay, and 
delay increase of replica-biased level converters is much smaller than that of the other level 
converters.  Therefore replica-biased level converter is suitable for low-power dual-VDD 
SRAM architecture as level-converting decoders. 
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Fig. 3.16 Dependence on VTH fluctuation. 
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Fig. 3.17 shows calculated total power dissipation of assumed 4-Mbit SRAM in a write cycle 
and in a read cycle versus bit width.  Power dissipation in Dual-VDD SRAM architecture and 
SAC scheme and moreover the power dissipation in case of both schemes are adopted is 
calculated.  SAC scheme reduces the power by 81% and dual-VDD SRAM architecture cuts 
the power of peripheral circuits by 54%, then the power is totally saved in a write cycle by 
90% when both schemes are adopted, as shown in Fig. 3.18.  Read power is also saved by 48% 
by dual-VDD SRAM architecture. 
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Fig. 3.17 Calculated total power dissipation of assumed 4-Mbit SRAM in a write cycle and 
in a read cycle versus bit width. 
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Fig. 3.18 Power consumption of assumed 4-Mbit at bit width of 256. 
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3.4.3.4.3.4.3.4.    FabricationFabricationFabricationFabrication    
 

Two test chips containing level converters are fabricated.  Fig. 3.19 shows layout of four 
kinds of level converters, conventional, BLC, pseudo NMOS, and replica-biased level 
converter fabricated in 0.35-µm CMOS triple-metal CMOS process.  Dummy word line 
connected to 256 cells is attached to each level converter in order to evaluate approximate 
delay of word line in 256-bit width SRAM. 
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Fig. 3.19 Layout of level converters in 0.35-µm technology. 
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Fig. 3.20 Layout of 2-Kbit SRAM with level converters in 0.25-µm SOI technology. 
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Fig. 3.21 Layout and circuit schematic of level-converting column decoder. 
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Fig. 3.19 shows layout of 2-Kbit SRAM with replica-biased level converters in 0.25-µm SOI 
technology.  This 2-Kbit SRAM is embedded as a memory for test processor chip operated at 
the supply voltage of 0.5V.  The entire input signals, such as addresses, data, control signals, 
and clock are inputted at the swing level of 0.5V and converted to the level of 1.0V by 
replica-biased level converters with function of AND gate.  A layout of replica-biased level 
converter inserted in column decoder is shown in Fig. 3.21.  The biasing voltage VBIAS should 
be stable so that fast level converting is smoothly operated, therefore the biasing voltage line 
is shielded on both sides by two ground lines that are directly come from outside ground ring 
line.  The detail of this test chip is described in appendix B.2.1. 
 
 
3.5.3.5.3.5.3.5.    SummarySummarySummarySummary    
 

A new low-power dual-VDD SRAM architecture is proposed.  Buffers, decoders and control 
circuits are operated at the low supply voltage, and memory cells write drivers and sense 
amplifiers are operated at the high voltage.  Each signal is converted from low swing level to 
high swing level by level converters.  These level converters should have the feature of 
high-speed in order to reduce delay increase resulted from level converters, therefore 
high-speed level converters are discussed. 

First, bypass level converter (BLC) and revised pass transistor type level converter are 
proposed.  Both delay and energy dissipation are improved, however, these level converters 
are not enough for critical path in decoders. 

Then, pseudo NMOS type level converter with replica biasing is proposed, which have both 
the function of level converting and the function of AND gate.  It achieves high-speed level 
converting with small influence by threshold voltage fluctuation. 

Assuming 4-Mbit SRAM, dual-VDD SRAM architecture cuts the power of peripheral circuits 
by 54%, and the power is totally saved in a write cycle by 90% when dual-VDD SRAM 
architecture adopted with SAC scheme. 

A test chip of four types of level converters is fabricated in 0.35-µm technology and a 2-Kbit  
SRAM with level converters is fabricated in 0.25-µm SOI technology. 
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Chapter 4Chapter 4Chapter 4Chapter 4    Write power saving scheme for register filesWrite power saving scheme for register filesWrite power saving scheme for register filesWrite power saving scheme for register files    

 
4.1.4.1.4.1.4.1.    IntroductionIntroductionIntroductionIntroduction    
 

Register files in a microprocessor are an important storage element.  Register files are 
used to provide read and write data access for microprocessor in a clock cycle and its hit rate 
is extremely high compared to the other memory.  Therefore the register file is one of the 
most power-consuming blocks and a low-power approach is required. 

Register file cell is normally the same as SRAM cell, which is composed of six-transistor, 
and register file has multi-port cell in order to enable both write and read operation at the 
same column simultaneously.  Fig. 4.1 shows the cell structure in the basic register file, 
three-port memory cells with 2 read and 1 write ports.  The memory cell contains extra gates 
to avoid the influence of read operation in the cell data.  There are peripheral circuits and 
decoders for each port.  There is no difference in structure between register file and SRAM 
except the number of port.  Thus, sense-amplifying cell (SAC) scheme shown in chapter 2 
and dual-VDD architecture shown in chapter 3 are also useful for register files. 
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Fig. 4.1 Circuit schematic of three-port register file. 

Section 4.2 describes the application of sense-amplifying cell (SAC) to register file and write 
power reduction in charging bit-line is discussed.  Section 4.3 argues the application of 
dual-VDD architecture with replica-biased level converter to register file and power reduction 
in peripheral circuits and decoders is discussed. 
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4.2.4.2.4.2.4.2.    SenseSenseSenseSense----amplifying cell (SAC) scheme for register filesamplifying cell (SAC) scheme for register filesamplifying cell (SAC) scheme for register filesamplifying cell (SAC) scheme for register files    
 

Fig. 4.2 (a) and (b) show the circuit schematics of register file cells with an additional 
NMOS switch.  The cell itself is the same as that of SAC scheme SRAM except that there are 
one write-port and two read-ports.  The cell functions like sense amplifier in a write 
operation with low-swing bit-line so that power dissipation in charging of bit-line is 
dramatically reduced.  The difference of the cells in Fig. 4.2 (a) and (b) lies in the connection 
of write-port and read-ports.  The former one (shared data node type) is simpler, however, 
read operation disturb the data node, thus, the latter one (separated data node type) contains 
extra gates to avoid the influence in the cell data. 
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Fig. 4.2 Circuit schematics of register file cells.  (a) Write port and read port are 
connected to the same node through pass transistor.  (b) Extra gates separate 
data node and read port to avoid the influence of read operation in the cell data. 



 46

Static noise margin of register file cells is simulated using the circuit described in Fig. 4.3, 
and Fig. 4.4 shows simulated results of register files on static noise margin.  The shared node 
type register files has the feature of decrease in static noise margin during a read operation.  
Proposed register file cell has worse result than that of conventional register file cell due to an 
additional NMOS switch as shown in Fig. 4.4 (a1) and (a2).  But in case of separated data 
node type of register file, there is no decrease in static noise margin during a read operation, 
thus there is no degradation in the proposed register file as shown in Fig. 4.4 and (b1) and 
(b2).  The characteristic of read delay and static noise margin depends on only extra gates.  
Therefore there is no performance degradation when proposed cell with an additional NMOS 
switch is used, different from SAC scheme SRAM cells. 
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Fig. 4.3 Method of static noise margin analysis. 
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Fig. 4.4 Simulation results on static noise margin.  (a) Shared node type.  (b) Separated 

node type.  (1) Conventional.  (2) Proposed. 
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.  Fig. 4.5 shows layout of two types of register files, shared data node type and separated 
data node type in Rohm 0.35-µm technology.  Two types of register files are included at 
different columns.  The memory cell is organized in 64 word × 16 bit. Shared data node type 
register file cells are located at the right 8 columns and separated data node type register file 
cells are located at the left 8 columns.  The test chip contains memory cell arrays and 
precharge circuits, write driver and read buffer.  Fig. 4.6 shows layout pattern of one register 
file cell, and one NMOS switch is shared by four memory cells as shown in Fig. 4.7.  The 
memory cell size is 11.0 × 14.0 µm2.  Increase in area overhead is only 6% compared with that 
in 4-Mbit SRAM in Chapter 2; 11% increase.  Therefore SAC scheme is more suitable for a 
register file. 
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Fig. 4.5 Layout of register files in 0.35-µm technology. 
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Fig. 4.6 Layout of separated data node type register file cell. 
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Fig. 4.7 Layout of four-register file cells with one NMOS switch. 
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4.3.4.3.4.3.4.3.    DualDualDualDual----VVVVDDDDDDDD architecture for register files architecture for register files architecture for register files architecture for register files    
 

As cell size of register file is much smaller than that of SRAM, the power dissipation in 
peripheral circuits and decoders is more dominant compared to SRAM.  Thus dual-VDD 
SRAM architecture is more useful for register file.  Peripheral circuits and decoders are 
operated at lower supply voltage and memory cell is operated at higher voltage.  
Replica-biased level converter, which has a feature of high-speed and has function of AND 
gate, converts low-swing signal to high-swing signal with allowable converting delay. 

Fig. 4.8 shows calculated total power dissipation of assumed 64-word register file with one 
write port and two read ports.  The power consumption is estimated as a function of bit 
width.  SAC scheme reduces the power dissipation in bit-line at write port, and reduces total 
power by 35% at bit width of 256 as shown in Fig. 4.9.  Dual-VDD architecture cuts the power 
of peripheral circuits at read port by 47%.  The power of peripheral circuits at write port is 
scarcely saved since only a part of decoders is operated at low supply voltage at write port.  
When both schemes are adopted, the power is totally saved in a write cycle by 60%.  The 
detail of power calculation is described in appendix A.3. 
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Fig. 4.8 Calculated total power dissipation of assumed 64-word register file with one write 
port and two read ports versus bit width. 
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Fig. 4.9 Power consumption of register file at bit width of 256. 
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Fig. 4.10 shows layout of register file with replica-biased level converters in 0.25-µm SOI 
technology.  16-word × 16-bit register file is fabricated.  Fig. 4.11 shows layout of one 
register file cell.  The memory cell size is 7.64 × 10.12 µm2.  The structure of this test chip is 
the same as that of 2-Kbit SRAM fabricated at the same technology.  The detail of test chip is 
described in appendix B.2.2. 
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Fig. 4.10 Layout of register file with level converters in 0.25-µm SOI technology. 
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Fig. 4.11 Layout of register file cell. 
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4.4.4.4.4.4.4.4.    SummarySummarySummarySummary    
 

Low-power approaches for register files are discussed using the same method as that for 
SRAM described in chapter 2 and chapter 3. 

First, sense-amplifying cell (SAC) scheme is applied for register files and power reduction 
in charging bit-lines is achieved, and test chip is fabricated.  Total area increases by 6%. 

Next, dual-VDD architecture with lower supply voltage for peripheral circuits and higher 
suppler voltage for memory cells enables power reduction in peripheral circuits and decoders.  
Replica-biased level converter with function of AND gate converts low-swing signal to 
high-swing signal with allowable converting delay.  16-word × 16-bit register file is 
fabricated.   

When 64-word × 256-bit register file with one write port and two read ports is assumed, 
SAC scheme reduces total power by 35%, and dual-VDD architecture cuts the power of 
peripheral circuits at read port by 47%.  The total power is saved by 60% when both schemes 
are adopted for register file. 

Therefore SAC scheme and dual-VDD architecture are proved to be also useful for register 
files as well as SRAM’s. 
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Chapter 5Chapter 5Chapter 5Chapter 5    ConclusionConclusionConclusionConclusion    

 
The next generation LSI’s is expected to be suffering from power crisis caused by rapid 

increase in its performance, and power saving scheme in LSI’s is most emergent concern.  
SRAM is often used as high-speed memory in a processor and it occupies approximately 30% 
of total power.  Write power dissipation in SRAM is particularly dominant in continuous 
write and read operation due to full-swing nature of bit-line.  Peripheral circuits and 
decoders also consume much power at large bit width due to huge number of heavy long 
capacitance buses. 

Therefore, this research is devoted to present write power saving scheme for SRAM without 
large penalty.  In this work, two key techniques for write power saving has been proposed. 
 
 
z Sense-amplifying cell (SAC) scheme for power saving in bit-line. 

Power dissipation in charging of bit-line with high capacitance is reduced using 
low-swing bit-line.  An additional NMOS switch enables a write operation with 
low-swing bit-line.  Performance degradation due to NMOS switch is 5% read access 
time increase, 0.05VDD noise margin decrease, and 11% area overhead increase.  A 
correct operation has been verified on the test chip.  Total write power is reduced by 81% 
in 4-Mbit SRAM at bit width of 256 from measurement results and calculation. 
 

z Dual-VDD SRAM architecture for peripheral circuits. 
Power dissipation in peripheral circuits is reduced by lowering VDD of decoders, data 
buses, buffers, and control circuits.  Low swing signal is converter to high swing signal 
by proposed high-speed level converter, replica-biased level converter, which has features 
of high immunity to VTH fluctuation and function of AND gate.  Thus there is no 
significant delay for decoding.   Assuming 4-Mbit SRAM, dual-VDD SRAM architecture 
cuts the power of peripheral circuits by 54%, and the power is totally saved in a write 
cycle by 90% when dual-VDD SRAM architecture adopted with SAC scheme.  A test chip 
of four types of level converters is fabricated and a 2-Kbit SRAM with level converters is 
fabricated. 

 
These two schemes are also applied for register files.  Register file has advantage in using 

sense-amplifying cell (SAC) scheme compared with SRAM in that area increase can be kept 
low since cell size is larger than that of SRAM cell.  Total area increases 6% when SAC 
scheme is applied for 64-word × 256-bit register file.  SAC scheme reduces total power by 
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35%, and dual-VDD architecture cuts the power of peripheral circuits at read port by 47%.  
The total power is saved by 60% when both schemes are adopted for register file. 
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Appendix AAppendix AAppendix AAppendix A    Power and read access time estimationPower and read access time estimationPower and read access time estimationPower and read access time estimation    
 
A.1.A.1.A.1.A.1.    SenseSenseSenseSense----amplifying cell (SAC) schemeamplifying cell (SAC) schemeamplifying cell (SAC) schemeamplifying cell (SAC) scheme    
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Fig. A.1 Circuit schematic of the whole of assumed 4-Mbit SRAM. 
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Fig. A.2 Floor plan of assumed 4-Mbit SRAM. 
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CG = 1.3 ×××× 10-15 F/µµµµm : gate equivalent capacitance of NMOS
CD = 1.7 ×××× 10-15 F/µµµµm : drain equivalent capacitance of NMOS
CM2 = 0.062 ×××× 10-15 F/µµµµm : metal #2 parasitic capacitance
CM3 = 0.057 ×××× 10-15 F/µµµµm : metal #3 parasitic capacitance
CM2, BL = 0.157 ×××× 10-15 F/µµµµm : bit line parasitic capacitance
CM2, DL = 0.105 ×××× 10-15 F/µµµµm : data line parasitic capacitance
CM2, DECL = 0.019 ×××× 10-15 F/µµµµm : decoded line parasitic capacitance
LX = 6.6 mm : horizontal length of 1Mbit SRAM cells
LY = 9.2 mm : vertical length of 1Mbit SRAM cells
W3nand = 3.5 µµµµm : the sum of NMOS and PMOS gate width of 3nand gate
W2nand = 3.0 µµµµm : the sum of NMOS and PMOS gate width of 2nand gate
Wpre4nand = 8.0 µµµµm : the sum of NMOS and PMOS gate width of 4nand gate
Wpre3nand = 7.0 µµµµm : the sum of NMOS and PMOS gate width of 3nand gate
Wpre2nand = 6.0 µµµµm : the sum of NMOS and PMOS gate width of 3nand gate
B = 16, 32, 64, 128, 256 : bit width
Cell pitch = 6.5 µµµµm : one NMOS switch is shared by 4 cells
VDD = 1.5 V : supply voltage
fCLK = 100 MHz : clock frequency
VDDH = 1.5 V : high VDD
VDDL = 0.75 V : low VDD
λλλλ - 1 : the ratio of driver capacitance to load  

Fig. A.3 Parameter of 4-Mbit SRAM in Rohm 0.35-µm technology. 
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Fig. A.4 Capacitance estimation of decoders. 
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CEQ = (12µµµµm ×××× 2 ×××× B ×××× CG + LY ×××× CM2 + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CSL = (1.8µµµµm ×××× B ×××× CG + LY ×××× CM2 + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CWE = (  7µµµµm ×××× 2 ×××× B ×××× CG + LX ×××× CM3 )   ×××× λλλλ
CSAE = (10µµµµm ×××× B ×××× CG + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CCLK = ( + LX ×××× CM3 )   ×××× λλλλ

CDin = (7µµµµm ×××× 2 ×××× B ×××× CG + LX ×××× CM3 ×××× B)    ×××× λλλλ
CDout = (                              + LX ×××× CM2 ×××× B/2 + LX ×××× CM3 ×××× B)    ×××× λλλλ
CADDR = (                                        + LX ×××× CM3 ×××× (22 – log2B) )   ×××× λλλλ

CDL = LX ×××× CM2, DL ×××× B
CBL = (LY ×××× CM2, BL + 0.6µµµµm ×××× 1024 ×××× CD) ×××× B

λλλλ :
Load
driver
ratio

Cdecoder = CLWL + CGWL + CDECL + CpreDEC + CBSL + CCOLDEC
= {(LLWL + LX) ×××× CM3 + LY ×××× CM2, DECL ×××× 3 + LY ×××× CM2

+ (61.2µµµµm ×××× B + 320 ×××× W3nand + Wpre3nand ×××× 48 + Wpre4nand ×××× 64) ×××× CG
+ CCOLDEC } ×××× λλλλ

CCOLDEC = 
B =   16: (W2nand ×××× 16 + Wpre3nand ×××× 48) ×××× CG
B =   32: (W2nand ×××× 12 + Wpre3nand ×××× 24 + Wpre2nand ×××× 8) ×××× CG
B =   64: (W2nand ×××× 8 + Wpre2nand ×××× 16) ×××× CG
B = 128: W3nand ×××× 8 ×××× CG
B = 256: W2nand ×××× 4 ×××× CG  

Fig. A.5 Capacitance estimation of 4-Mbit SRAM circuits. 

Cperi,  total = CEQ + CSL + CWE + CCLK + CDin + CADDR + Cdecoder
= (54µµµµm ×××× B ×××× CG + (LX + LY) ×××× CM2 ×××× 2 + LX ×××× CM3 ×××× (B + 4 + (22 – log2B))) ×××× λλλλ
+ Cdecoder

Write cycle

Read cycle

Cperi,  total = CEQ + CSAE + CCLK + CDout + CADDR + Cdecoder
= (34µµµµm ×××× B ×××× CG + ((B/2 + 2) ×××× LX + LY) ×××× CM2 + LX ×××× CM3 ×××× (B + 3 + (22 – log2B))) ×××× λλλλ
+ Cdecoder

CBL + CDL = (LY ×××× CM2, BL + 614µµµµm ×××× CD + LX ×××× CM2, DL ) ×××× B

Power (write) = Pperi + PBL, DL + Pcell
= fCLK ×××× {(Cperi, total ×××× VDD

2 + (CBL + CDL) ×××× (1/6 VDD)2 ) + 10fQ ×××× VDD ×××× B  }

CBL + CDL = (LY ×××× CM2, BL + 614µµµµm ×××× CD + LX ×××× CM2, DL ) ×××× B

Power (read) = Pperi + PBL, DL + Psense amp
= fCLK ×××× {(Cperi, total ×××× VDD

2 + (CBL + CDL) ×××× VDD ×××× 0.1V) +  50fQ ×××× VDD ×××× B   }

Cell current

Sense amp

 
Fig. A.6 Power estimation of 4-Mbit SRAM circuits. 
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Fig. A.7 Critical path from address input to memory cell. 
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Fig. A.8 Critical path from memory cell to data output. 
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ττττ1 = ((LX ×××× CM3 + CG1) ×××× VDD) / I1 = ((6.6 ×××× 0.57 + 0.02) ×××× 1.5) / 2.0 ×××× 10-3 = 0.30 ns
ττττ2 = ((LY ×××× CM2, DECL + CG2) ×××× VDD) / I2 = ((9.2 ×××× 0.19 + 0.58) ×××× 1.5) / 1.5 ×××× 10-3 = 0.75 ns
ττττ3 = (( (3/4)LX ×××× CM3 + CG3) ×××× VDD) / I3 = ((4.9 ×××× 0.57 + 0.02) ×××× 1.5) / 0.5 ×××× 10-3 = 0.90 ns
ττττ4 = (( (1/4)LX ×××× CM3 + CG4) ×××× VDD) / I4 = ((1.7 ×××× 0.57 + 0.40) ×××× 1.5) / 1.5 ×××× 10-3 = 0.50 ns
ττττ5 : depends on parameter ββββ
ττττ6 = 0.97 ns (simulated)
ττττ7 = ((LX ×××× CM2 + CG7) ×××× VDD) / I7 = ((6.6 ×××× 0.62 + 0.03) ×××× 1.5) / 1.5 ×××× 10-3 = 0.60 ns
ττττ8 = ((LX ×××× CM3 ) ×××× VDD) / I8 = ((6.6 ×××× 0.57 +        ) ×××× 1.5) / 2.0 ×××× 10-3 = 0.29 ns

ττττ1‘ = 0.18 ns
ττττ2‘ = 0.18 + 0.22 + 0.18 + 0.30 = 0.88 ns
ττττ3‘ = 0.27 ns
ττττ4‘ = 0.22 ns
ττττ7‘ = 0.22 + 0.22 + 0.18 = 0.62 ns
ττττ8‘ = 0.22 + 0.22 + 0.18 = 0.62 ns

ττττADDR = ττττ1‘ + ττττ1 + ττττ2‘ + ττττ2 + ττττ3‘ + ττττ3 + ττττ4‘ + ττττ4 = 4.00 ns
ττττsense = ττττ5 + ττττ6
ττττDout = ττττ7‘ + ττττ7 + ττττ8‘ + ττττ8 = 2.13 ns

Total read access time = ττττ ADDR + ττττsense + ττττDout = 7.10 ns + ττττ5  
Fig. A.9 Read access time estimation of 4-Mbit SRAM. 
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A.2.A.2.A.2.A.2.    DualDualDualDual----VVVVDDDDDDDD SRAM SRAM SRAM SRAM    
 

CEQ = (  12µµµµm ×××× 2 ×××× B ×××× CG + LY ×××× CM2 + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CSL = (  1.8µµµµm ×××× B ×××× CG + LY ×××× CM2 + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CWE = (    7µµµµm ×××× 2 ×××× B ×××× CG + LX ×××× CM3 )   ×××× λλλλ
CSAE = (  10µµµµm ×××× B ×××× CG + LX ×××× CM2 + LX ×××× CM3 )   ×××× λλλλ
CCLK = ( + LX ×××× CM3 )   ×××× λλλλ

CDin = (  7µµµµm ×××× 2 ×××× B ×××× CG + LX ×××× CM3 ×××× B  )    ×××× λλλλ
CDout = (  + LX ×××× CM2 ×××× B/2 + LX ×××× CM3 ×××× B  )    ×××× λλλλ
CADDR = ( + LX ×××× CM3 ×××× (22 – log2B)  ) ×××× λλλλ

CDL =  LX ×××× CM2, DL ×××× B
CBL =  (LY ×××× CM2, BL + 0.6µµµµm ×××× 1024 ×××× CD) ×××× B

λλλλ :
Load
driver
ratio

Cdecoder, VDDH = {(LLWL + LX) ×××× CM3 + LY ×××× CM2 + (61.2µµµµm ×××× B) ×××× CG } ×××× λλλλ

CCOLDEC = 
B =   16: (W2nand ×××× 16 + Wpre3nand ×××× 48) ×××× CG
B =   32: (W2nand ×××× 12 + Wpre3nand ×××× 24 + Wpre2nand ×××× 8) ×××× CG
B =   64: (W2nand ×××× 8 + Wpre2nand ×××× 16) ×××× CG
B = 128: W3nand ×××× 8 ×××× CG
B = 256: W2nand ×××× 4 ×××× CG

Cdecoder, VDDL = {LY ×××× CM2, DECL ×××× 3 + (320 ×××× W3nand + Wpre3nand ×××× 48 + Wpre4nand ×××× 64) ×××× CG
+ CCOLDEC } ×××× λλλλ

High VDD (VDDH) Circuits Low VDD (VDDL) Circuits

 

Fig. A.10 Capacitance estimation of 4-Mbit dual-VDD SRAM circuits. 

Cperi,  total, VDDH = (54µµµµm ×××× B ×××× CG + LY ×××× CM2 ×××× 2) ×××× λλλλ + Cdecoder, VDDH

Write cycle

Read cycle

Cperi,  total, VDDH = (34µµµµm ×××× B ×××× CG + LY ×××× CM2) ×××× λλλλ + Cdecoder, VDDH

CBL + CDL = (LY ×××× CM2, BL + 614µµµµm ×××× CD + LX ×××× CM2, DL ) ×××× B

Power (write) = Pperi, VDDH + Pperi, VDDL + PBL, DL + Pcell
= fCLK ×××× {(Cperi, total, VDDH ×××× VDDH

2 + Cperi, total, VDDL ×××× VDDL
2

+ (CBL + CDL) ×××× (1/6 VDDH)2 ) + 10fQ ×××× VDDH ×××× B}

CBL + CDL = (LY ×××× CM2, BL + 614µµµµm ×××× CD + LX ×××× CM2, DL ) ×××× B

Power (read) = Pperi, VDDH + Pperi, VDDL + PBL, DL + Psense amp
= fCLK ×××× {(Cperi, total, VDDH ×××× VDDH

2 + Cperi, total, VDDL ×××× VDDL
2

+ (CBL + CDL) ×××× VDDH ×××× 0.1V) + 50fQ ×××× VDDH ×××× B}

Cperi,  total, VDDL = (LX ×××× CM2 ×××× 2 + LX ×××× CM3 ×××× (B + 4 + (22 – log2B))) ×××× λλλλ + Cdecoder, VDDL

Cperi,  total, VDDL = ( (B/2 + 2) ×××× LX ×××× CM2 + LX ×××× CM3 ×××× (B + 3 + (22 – log2B))) ×××× λλλλ + Cdecoder, VDDL

 
Fig. A.11 Power estimation of 4-Mbit dual-VDD SRAM circuits. 
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A.3.A.3.A.3.A.3.    Register fileRegister fileRegister fileRegister file    
 

CG = 1.3 ×××× 10-15 F/µµµµm : gate equivalent capacitance of NMOS
CD = 1.7 ×××× 10-15 F/µµµµm : drain equivalent capacitance of NMOS
CM2 = 0.062 ×××× 10-15 F/µµµµm : metal #2 parasitic capacitance
CM3 = 0.057 ×××× 10-15 F/µµµµm : metal #3 parasitic capacitance
CM2, BL = 0.157 ×××× 10-15 F/µµµµm : bit line parasitic capacitance
CM2, DECL = 0.019 ×××× 10-15 F/µµµµm : decoded line parasitic capacitance
LX = Cell pitch ×××× B : horizontal length of register file cells
LY = 896 µµµµm : vertical length of register file cells
W2nand = 3.0 µµµµm : the sum of NMOS and PMOS gate width of 2nand gate
Wpre3nand = 3.5 µµµµm : the sum of NMOS and PMOS gate width of 3nand gate
B = 16, 32, 64, 128, 256 : bit width
Cell pitch = 11.0 µµµµm : one NMOS switch is shared by 4 cells
fCLK = 100 MHz : clock frequency
VDDH = 1.5 V : high VDD
VDDL = 0.75 V : low VDD
λλλλ - 1 : the ratio of driver capacitance to load  

Fig. A.12 Parameter of 64-word × 256-bit register file in Rohm 0.35-µm technology. 
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CEQ = (  3µµµµm ×××× 2 ×××× B ×××× CG + LX ×××× CM2 ) ×××× λλλλ
CSL = (1.8µµµµm ×××× B ×××× CG + LX ×××× CM2 ) ×××× λλλλ
CWE = (  2µµµµm ×××× 2 ×××× B ×××× CG ) ×××× λλλλ
CSAE = (10µµµµm ×××× B ×××× CG + LX ×××× CM2) ×××× λλλλ
CCLK :  too small

CDin = (2µµµµm ×××× 2 ×××× B ×××× CG)  ×××× λλλλ

CBL = (LY ×××× CM2, BL + 0.6µµµµm ×××× 64 ×××× CD) ×××× B

λλλλ :
Load
driver
ratio

Cdecoder, VDDH = CWL
= (LX ×××× CM3) ×××× λλλλ

Cdecoder, VDDL = CDECL + CpreDEC
= (LY ×××× CM2, DECL ×××× 2 + (16 ×××× W2nand + Wpre3nand ×××× 48) ×××× CG ) ×××× λλλλ

High VDD (VDDH) Circuits

Low VDD (VDDL) CircuitsCDout = (LX ×××× CM2 ×××× B/2 )  ×××× λλλλ

CADDR :  no address bus

LX = Cell pitch ×××× B

 

Fig. A.13 Capacitance estimation of 64-word × 256-bit dual-VDD register file. 

Cperi,  total, VDDH = (16µµµµm ×××× B ×××× CG + LX ×××× CM2 ×××× 2) ×××× λλλλ + Cdecoder, VDDH

Write port

Read port

Cperi,  total, VDDH = (16µµµµm ×××× B ×××× CG + LX ×××× CM2 ×××× 2) ×××× λλλλ + Cdecoder, VDDH

CBL = (LY ×××× CM2, BL + 38.4µµµµm ×××× CD) ×××× B

Power (write) = Pperi, VDDH + Pperi, VDDL + PBL + Pcell
= fCLK ×××× {(Cperi, total, VDDH ×××× VDDH

2 + Cperi, total, VDDL ×××× VDDL
2

+ CBL ×××× (1/6 VDDH)2 ) + 10fQ ×××× VDDH ×××× B}

CBL = (LY ×××× CM2, BL + 38.4µµµµm ×××× CD) ×××× B

Power (read) = Pperi, VDDH + Pperi, VDDL + PBL + Psense amp
= fCLK ×××× {(Cperi, total, VDDH ×××× VDDH

2 + Cperi, total, VDDL ×××× VDDL
2

+ CBL ×××× VDDH ×××× 0.1V) + 50fQ ×××× VDDH ×××× B}

Cperi,  total, VDDL = Cdecoder, VDDL

Cperi,  total, VDDL = (LX ×××× CM2 ×××× B/2) ×××× λλλλ + Cdecoder, VDDL

Total power  = Power (write) + Power (read) ×××× 2      (1 write port and 2 read ports)  

Fig. A.14 Power estimation of register file with 1 write and 2 read ports. 
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Appendix BAppendix BAppendix BAppendix B    Details of test chip designDetails of test chip designDetails of test chip designDetails of test chip design    
 
B.1.B.1.B.1.B.1.    Rohm 0.35Rohm 0.35Rohm 0.35Rohm 0.35----µµµµm processm processm processm process    
B.1.1.B.1.1.B.1.1.B.1.1.    The 1st SRAM test chipThe 1st SRAM test chipThe 1st SRAM test chipThe 1st SRAM test chip    
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Fig. B.1 SRAM memory cell design on the 1st test chip. 

1,892.7 × 2,280.65 µm2Total size

5.45 × 8.35 µm2 (1 cell)
29.55 × 8.35 µm2 (4 cells)

Memory cell size
1.5V～3.3VSupply voltage

256 rows × 256 columns
(7-transistor cell: 224 columns)
(6-transistor cell:   32 columns)

Organization
0.35-µm CMOS 3-metal (Rohm)Process

1,892.7 × 2,280.65 µm2Total size

5.45 × 8.35 µm2 (1 cell)
29.55 × 8.35 µm2 (4 cells)

Memory cell size
1.5V～3.3VSupply voltage

256 rows × 256 columns
(7-transistor cell: 224 columns)
(6-transistor cell:   32 columns)

Organization
0.35-µm CMOS 3-metal (Rohm)Process

 

Fig. B.2 Specification of 64-Kbit SRAM on the 1st test chip. 
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B.1.2.B.1.2.B.1.2.B.1.2.    The 2nd SRAM test chipThe 2nd SRAM test chipThe 2nd SRAM test chipThe 2nd SRAM test chip    
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Fig. B.3 SRAM memory cell design on the 2nd test chip. 
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Fig. B.4 Circuit schematic of SRAM cells and peripheral circuits. 
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1,970.65 × 2,470.9 µm2Total size

5.45 × 9.00 µm2 (1 cell)
25.95 × 9.00 µm2 (4 cells)
123.0 × 9.00 µm2 (16 cells + local row coder)

Memory cell size
1.5V～3.3VSupply voltage

256 rows × 256 columns
(7-transistor cell: 192 columns)
(6-transistor cell:   64 columns)

Organization
0.35-µm CMOS 3-metal (Rohm)Process

1,970.65 × 2,470.9 µm2Total size

5.45 × 9.00 µm2 (1 cell)
25.95 × 9.00 µm2 (4 cells)
123.0 × 9.00 µm2 (16 cells + local row coder)

Memory cell size
1.5V～3.3VSupply voltage

256 rows × 256 columns
(7-transistor cell: 192 columns)
(6-transistor cell:   64 columns)

Organization
0.35-µm CMOS 3-metal (Rohm)Process

 

Fig. B.5 Specification of 64-Kbit SRAM on the 2nd test chip/ 

 
B.1.3.B.1.3.B.1.3.B.1.3.    Register fileRegister fileRegister fileRegister file    
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Fig. B.6 Circuit schematic of register file memory cell with NMOS switch.  Peripheral 
circuits such as predecoder, write driver and read buffer are the same as that of 
64-Kbit SRAM. 
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B.1.4.B.1.4.B.1.4.B.1.4.    Level converterLevel converterLevel converterLevel converter    
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Fig. B.7 Circuit schematic of level converters.  (a) Conventional level converter.  (b) 
Bypass level converter (BLC).  (c) Pseudo NMOS level converter.  (d)  
Replica-biased level converter.  Output node of each level converter is connected 
to a dummy word-line containing 256 cells. 
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B.2.B.2.B.2.B.2.    NEC 0.25NEC 0.25NEC 0.25NEC 0.25----µµµµm SOI processm SOI processm SOI processm SOI process    
B.2.1.B.2.1.B.2.1.B.2.1.    2222----Kbit SRAMKbit SRAMKbit SRAMKbit SRAM    
 

 

Fig. B.8 2-Kbit SRAM layout. 
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Fig. B.9 Layout floor plan of 2-Kbit SRAM. 
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Fig. B.10 Layout size of 2-Kbit SRAM. 
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Fig. B.11 Circuit schematic of the whole of 2-Kbit SRAM. 

0.25-µm SOI 3-metalProcess

3.32×7.86 µm2

463.48×496.16 µm2

Memory Cell Size
Total size

CK, WE, Address (7bit),
Data IN (16bit), Data OUT (16bit) 

Pin

0.5V (address buffer, predecoder)
1.0V (cell, sense amp, control circuits)

Supply Voltage
500MHzOperating frequency
128 words×16 bitsOrganization
0.25-µm SOI 3-metalProcess
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Fig. B.12 2-Kbit SRAM specification. 
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Fig. B.13 Circuit schematic of control signal generators. 
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Fig. B.14 Circuit schematic of sense amplifier and data line. 
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Fig. B.16 SRAM memory cell design. 
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Fig. B.17 Circuit schematic of address buffer. 
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Fig. B.18 Circuit schematic of predecoder. 



 
76

00
01
02
03
04
05
06
07
08
09
10
11
12
13
14
15

0000 01
1

01
1

0101 1010 1111 01
0

01
0

00
1

00
1

00
0

00
0

10
0

10
0

10
1

10
1

19
18
17
16
23
22
21
20
27
26
25
24
31
30
29
28

11
1

11
1 11

0
11

0SLC01
SLC00
SLC10
SLC11

 

Fig. B.19 Circuit schematic of row decoder. 
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Fig. B.20 Circuit schematic of level converters. 
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Fig. B.21 Circuit schematic of 2nand predecoder and row decoder. 
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Fig. B.22 Circuit schematic of 3nand predecoder and row decoder. 
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Fig. B.23 Circuit schematic of section decoder and local row decoder. 
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Fig. B.24 Simulated delay time of decoders. 
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Fig. B.27 Circuit schematic of output data line (1st stage). 
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Fig. B.28 Circuit schematic of output data line (2nd stage). 
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Fig. B.29 Layout of 16-word × 16-bit register file 
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Fig. B.30 Layout floor plan of 16-word × 16-bit register file with 1 write and 2 read ports. 
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Fig. B.31 Circuit schematic of register file cell. 
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Fig. B.32 Register file cell design. 
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Fig. B.33 Circuit schematic of predecoder and row decoder of register file. 
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Fig. B.34 Circuit schematic of predecoder and row decoder of register file. 
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Fig. B.35 Circuit schematic of 7-transitor SRAM cells and buffers. 

12.0

8.96

CellCell CellCell

12.0

CellCell CellCell

pre

SL

1.0V 1.0V 1.0V1.0V

4 cells 

CellCell CellCell CellCell CellCell

CellCell

12
8 

ro
w

s

384 columns

 

Fig. B.36 Circuit schematic of 48-Kbit 7-transistor SRAM cells. 
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